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Preface 

The study of groups arose early in the nineteenth century in connection with the solu­
tion of equations. Originally a group was a set of permutations with the property that 
the combination of any two permutations again belongs to the set. Subsequently this 
definition was generalized to the concept of an abstract group, which was defined to be a 
set, not necessarily of permutations, together with a method of combining its elements 
that is subject to a few simple laws. 

The theory of abstract groups plays an important part in present day mathematics 
and science. Groups arise in a bewildering number of apparently unconnected subjects. 
Thus they appear in crystallography and quantum mechanics, in geometry and topology, in 
analysis and algebra, in physics, chemistry and even in biology. 

One of the most important intuitive ideas in mathematics and science is symmetry. 
Groups can describe symmetry; indeed many of the groups that arose in mathematics and 
science were encountered in the study of symmetry. This explains to some extent why 
groups arise so frequently. 

Although groups arose in connection with other disciplines, the study of groups is in 
itself exciting. Currently there is vigorous research in the subject, and it attracts the 
energies and imagination of a great many mathematicians. 

This book is designed for a first course in group theory. It is mainly intended for 
college and first year graduate students. It is complete in itself and can be used for 
self-study or as a text for a formal course. Moreover, it could with advantage be used 
as a supplement to courses in group theory and modern algebra. Little prior knowledge is 
assumed. The reader should know the beginnings of elementary number theory, a summary 
of which appears in Appendix A. An acquaintance with complex numbers is needed for 
some problems. In short, a knowledge of high school mathematics should be a sufficient 
prerequisite, and highly motivated and bright high school students will be able to under­
stand much of this book. 

The aim of this book is to make the study of group theory easier. Each chapter begins 
with a preview and ends with a summary, so that the reader may see the ideas as a whole. 
Each main idea appears in a section of its own, is motivated, is explained in great detail, 
and is made concrete by solved problems. 

Chapter 1 presents the rudiments of set theory and the concept of binary operation, 
which are fundamental to the whole subject. Chapter 2, on groupoids, further explores 
the concept of binary operation. In most courses on group theory the concept of groupoid 
is usually treated briefly if at all. We have chosen to treat it more fully for the following 
reasons: (a) A thorough understanding of binary compositions is thereby obtained. (b) The 
important ideas of homomorphism, isomorphism and Cayley's theorem occur both in the 
chapter on groupoids and in the chapters on groups, and the repetition ensures familiarity. 

Chapter 3 shows that the concept of group is natural by producing a large number of 
examples of groups that arise in different fields. Here are discussed groups of real and 
complex numbers, the symmetric groups, symmetry groups, dihedral groups, the group of 
Mobius transformations, automorphism groups of groupoids and fields, groups of matrices, 
and the full linear group. 

Chapter 4 is concerned with the homomorphism theorems and cyclic groups. The 
concept of homomorphism is fundamental, and thus the theorems of this chapter are 
indispensable for further study. 



Chapter 5 is on finite groups. The Sylow theorems are proved, the concept of external 
direct product is introduced, and groups up to order 15 are classified. The chapter con­
cludes with the Jordan-Holder theorem and a proof that most alternating groups are simple. 

Chapter 6 is on abelian groups. Two important classes of abelian groups are treated: 
finitely generated and divisible groups. Undergraduates will probably find their needs 
are met by the material through Section 6.3. Graduate students will certainly want to 
continue. 

Chapter 7 is on permutational representations and extensions. Chapter 8 is on free 
groups and presentations. Those who would like to study the theory of groups more 
deeply will find a guide to the literature at the end of the book. 

Chapters 1-4 must be read in order, although, if desired, only the first three sections of 
Chapter 3 need be read at first (the other sections of Chapter 3 may be studied when they 
are needed). The order of reading Chapters 5-8 can be varied, although part of Chapter 7 
is required for the last sections of Chapter 8. 

The reader need not work all the solved problems; he should decide for himself how 
much practice he needs. Some of the problems are designed to clarify the immediately 
preceding text, and the reader will find that the solutions may overcome some of his 
obstacles. On the whole, however, it is advisable to attempt the problems before reading 
their solutions. The numerous supplementary problems, some of which are very difficult, 
serve as a review of the material of each chapter. 

We thank Prof. Gilbert Baumslag for giving us access to several chapters of unpub­
lished notes and for many useful suggestions. We thank Sister Weiss for reading two 
chapters of an early draft, Harold Brown for much helpful advice, Henry Hayden for 
typographical arrangement and art work, and Louise Baggot for the typing. Finally we 
express our appreciation to Daniel Schaum and Nicola Monti for their unfailing editorial 
cooperation. 

June 1968 

B. BAUMSLAG 
B. CHANDLER 
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Chapter 1 

Sets, Mappings and Binary Operations 

Preview of Chapter 1 

This chapter begins with a few remarks about sets. A set is a collection of objects. 
For example, the real numbers form a set, the objects being the numbers. 

The real numbers have an operation called addition. Addition essentially involves two 
numbers, for the addition of a single number is meaningless, while the addition of three 
or more numbers is repeated addition of two numbers. Because addition involves two 
numbers it is called a binary operation. 

The main object of this chapter is to define precisely the notion of a binary operation. 
The concept of binary operation is required to define the concept of group. 

We introduce the important ideas of cartesian product and mapping. Welding them 
together gives rise to an explicit definition of a binary operation. Another important idea 
is that of equivalence relation, which is a generalization of the idea of equality. The reader 
will also pick up much useful notation. 

1.1 SETS 
a. Basic notions 

Set is synonymous with collection. The objects in a set are termed the elements of 
the set. Usually we denote sets by capital Latin letters, for example, B, G, T. We shall 
denote 

(i) the set of positive integers 1,2,3, ... by P 
(ii) the set of nonnegative integers 0,1,2, ... by N 
(iii) the set of all integers by Z 
(iv) the set of rational numbers by Q 
(v) the set of real numbers by R 
(vi) the set of complex numbers by C. 

The elements of a set will usually be denoted by small Latin letters such as s, t, U, etc. 
By s E S we mean "s is an element of S" or "s belongs to S". In particular, 2 E P. If s 
is not an element of S, we write s ~ S and read this as "s is not an element of S" or "s does 
not belong to S" or "s is not in S". For example, -1 ~ P. 

In dealing with sets it is advantageous to abbreviate the phrase "the set whose elements 
are" by using braces. Thus, for example, we write {1,2} for the set whose elements are 1 
and 2 and similarly we write {-1, 0, 1,2, ... } for the set whose elements are -1,0, 1, 2, .... 
A variation of this notation is useful to describe a set in terms of a property which singles 
out its elements. Thus we write {x I x has the property 'P} for the set of all those elements 
x which have the property 'P. Here 'P stands for some "understandable" property; to 
illustrate: {x I x is a real number} is R, the set of real numbers. ('P here is the property of 
being a real number.) Notice that we read {x I x is a real number} as the set of all those 
elements x which have the property that x is a real number, or the set of all those elements 
x such that x is a real number. 

1 



2 SETS, MAPPINGS AND BINARY OPERATIONS [CHAP.! 

We can now introduce some useful notation. 

(i) If a and b are real numbers and a < b, then the open interval (a, b) is defined by 
(a, b) = {x I x E R and a < x < b}. 

(ii) Again if a and b are real numbers and a < b, then the closed interval [a, b] is defined 
by [a,b] = {xl xER and a===:x===:b}. 

(iii) In coordinate geometry (0,0) denotes the origin, 
(0,1) the point A, and (1,0) the point B. In 
general, if a, b are any two elements of a set, 
(a, b) is called the ordered pair formed from a 
and b. We will say (a, b) = (c, d) if and only 
if a = c and b = d. (a, b) is called an ordered 
pair because the order of a and b matters; (a, b) 
is not the same as (b, a) if a # b. 

I A 

B 

This idea enables us to define the Euclidean plane as {p I p = (x, y) where x, y E R}, 
where the distance between (x, y) and (Xl, YI) is defined by V(x - XI)2 + (y - YI)2. We 
write R2 = {p I p = (x, y) with x, y E R}. R2 is not the Euclidean plane we normally 
think of. Rather it can be interpreted as the set of coordinates of the Euclidean plane. 
Having defined the Euclidean plane it is easy to define, for example, circles and discs. 

(iv) A circle with radius r and center at the origin is defined by {p I p = (x, y) E R2 and 
x 2 + y2 = r2}. 

(v) The disc with radius r and center at the origin is defined by {p I p = (x, y) E R2 and 
x 2 + y2 ===: r2}. 

We say that two sets Sand T are equal, and write S = T, if every element of S belongs 
to T and every element of T belongs to S. Thus {2,2,3,3} = {2,3} = {3,2}. 

If every element of the set S is also an element of the set T, we say S is a subset of T and 
express this briefly by writing SeT. SeT means SeT but S # T. Thus PeN and 
PeN. 

We can use the notion of subset to give a criterion for the equality of sets. 

Proposition 1.1: Set S is equal to set T if and only if SeT and T C s. 

P1'OOf: SeT and T C S expresses in symbols "every element of S belongs to T and 
every element of T belongs to S". 

Problems 
1.1. Are the following statements true? 

(i) 2 E {2} (iv) aEl{a,b} 

(v) 5 E P 

(vii) Y2E Q 

(viii) (0)2 E Z 

(ix) (0)2 E P 

(ii) 3 E {2,4} 

(iii) zEl{a,b},z#aandz#b (vi) ! EP 

Solution: 

(i) True (iv) False (vii) False, since Y2 is not a rational number. 

(ii) False (v) True (viii) True, for (F1)2 =-1 and -1 is an integer. 

(iii) True (vi) False (ix) False, since -1 El P. 

1.2. Check the truth of the following assertions. 

(i) {2} is a subset of {2}. (v) Pc Q (ix) QcQ 
(ii) If S is any set, S <;:; S. (vi) Z <;:; Q (x) {3,a,b,c} = {3.a,b,3,c,b} 

(iii) {a} c {a, b}, a # b (vii) Q c R 
(iv) {2,3} = {3,4} (viii) R c C 

Solution: 

(i) True. The only element of {2} is 2, and 2 E {2}. 
(ii) True. Any element in S is an element in S. 
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(iii) True. a is the only element of {a} and a E {a, b}. But bE {a, b} and be: {a}. Conse­
quently {a} or {a, b}. 

(iv) False. 2 E {2,3} and 2 e: {3,4}. 

(v) True. Any positive integer is a rational number but not all rational numbers are positive 
integers. 

(vi) True. All integers are rational numbers. 
(vii) True. All rational numbers are real numbers but R ~ Q. 
(viii) True. For if a E R, then a = 0.+ Oi E C. But A e: R implies R ~ C. 
(ix) False. Q = Q. 
(x) True. 3, a, band c are the only elements of {3, a, b, 3, c, b}. Therefore the sets are equal. 

1.3. Are the following statements true? 

(i) Z {x! x is real and x > O} 
(ii) N {x I x E Q and x "" O} 
(iii) Q {x I x = a/b, where b ~ 0 and a, b E Z} 
(iv) P {x I x E Nand x 2 "" 1} 
(v) C {x I x = u + iv, where u, v E Rand i2 = -1} 
(vi) Z {x I x is real and x 2 E P} 

Solution: 

(i) False. {x! x is real and x > O} has no negative elements. 
(ii) False. i E {x: x E Q and x "" O} but It e: N. Hence the sets are not equal. 
(iii) True. A rational number is defined as the set of all numbers of the form a/b where b ~ 0 

and a, bE Z. 
(iv) True. For if x E P, then x E Nand x 2 "" 1. Thus x E {x I x E Nand x 2 "" 1}. Now if 

x E Nand x 2 "" 1, i.e. x E {x I x E Nand x 2 "" 1}, then x ~ O. Hence x E P, as the only 
element in N which is not in P is zero. 

(v) True. The property that x = It + iv where It, v E Rand i 2 = -1 is the defining property 
for complex numbers. 

(vi) False. x 2 E P implies x ~ O. But 0 E Z. 

h. Union and intersection 
Let Sand T be sets. Then the union of Sand T, written Su T and read "S union T", is 

defined as the set whose elements are either in S or in T (or in both Sand T). For example, 
{l,2,3}U{2,5,6} = {l,2,3,5,6} and PU{O} = N. Clearly, Sr;;;,SUT and Tr;;;,SUT. 
Indeed it follows from the definition of S U T that any set containing both Sand T contains 
SUT, so we say SuT is the smallest set containing Sand T. 

Similarly if {S, T, U ... } is any set of sets, we define S U T U U U ... , the union of Sand 
T and U and ... , to be the set whose elements are the elements that belong to at least one of 
the sets S, T, U, ... . 

S U T U U U ... is said to be the smallest set containing the sets S, T, U, .... To illustrate, 
{l,2} U {3,4} U {5,6} U··· = P. 

If Sand T are sets, we may consider the common part or intersection of Sand T. The 
intersection is denoted by S n T and read as "S intersection T". For example, suppose 
S = {l, 2, 3} and T = {2, 5, 6}. Then S n T = {2}. Repeating the definition, S nTis the 
set of those elements which belong simultaneously to S and to T. Here the possibility arises 
that there are no elements of S which belong also to T. We shall agree to the convention 
that there is a set, which we denote by ~, with no elements. Again we shall agree to the 
convention that the empty set ~ is a subset of every set. Two sets are termed disjoint if 
they have an empty intersection. Thus {l,2} and {3,4} are disjoint. This notion of inter­
section can be generalized to any number of sets in the same way that the notion of union 
was generalized from two to any number. To be precise, the intersection of sets S, T, U, ... , 
written S n Tn Un· .. , is the set of all those elements which belong simultaneously to S, 
to T, to U, .... Notice that SnT can be thought of as the largest subset of S which is also 
a subset of T. Similarly S n Tn Un· .. is the largest subset of S which is contained in 
T and in U and in . . . . 
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If SeT we define T - S, the difference between T and S, by 

T - S = {x I x E T and x !l S} 

[CHAP. 1 

Thus if T = {I, 2, 3, 4} and S = {1,2}, then T - S = {3,4}. For any sets T and S such 
that T:2 S, 

T - (T -S) = S (1.1) 

We prove equation (1.1) by showing that 

right side of equation (1.1) C left side of equation (1.1) 

and left side of equation (1.1) c right side of equation (1.1) 

To do this suppose xES. Then clearly x E T but x!l T - S. So x E T - (T - S); in 
other words, the right side of equation (1.1) is contained in the left side of equation (1.1). 
The reverse inclusion is obtained similarly. Suppose x E T - (T - S). Then x E T and 
x!l T - S. Therefore x E T and xES, i.e. xES. So the left side is contained in the 
right side and we have proved equation (1.1) by virtue of Proposition 1.1. 

Problems 
104. Check that the following statements are correct: 

(i) {I,2} U {I, 2, 3, 4} = {I, 2, 3, 4} 

(ii) {a,e}U{e,f}U{g,h} = {a,e,j,g,h} 

(iii) { ... ,-2,-I,O} U {O,I,2, ... } = Z 

(iv) If a < b, a, bE R, then [a, b] = (a, b) U {a} U {b}. 

(v) {pi p=(x,y)ER2, X2+y2=72}U{pl p=(x,y)ER2, x2+y2<72 } = {pI p=(x,y)ER2, 
x 2 + y2 =0 72}. (In other words, the union of the circle of radius 7 and the disc of radius 7 
without its boundary, is the disc of radius 7 itself.) 

Solution: 

(iv) Let x E [a, b]. By definition, a =0 x =0 b. If a < x < b, we have x E (a, b). If x = a or 
x = b, then x E {a} or x E {b} respectively. Therefore [a, b] c: (a, b) U {a} U {b}. Now for 
any x E (a, b) U {a} U {b}, either x E (a, b), x E {a}, or x E {b}; and in each case a =0 x =0 b. 
Hence (a, b) U {a} U {b} c: [a, b]. The equality follows from Proposition 1.1. 

(v) If p = (x, y) is any element of the disc, then x2 + y2 =0 72• x2 + y2 < 72 implies p E disc 
without its boundary; and x 2 + y2 = 72 implies p E boundary. Thus the disc c: boundary U 
disc without its boundary. The reverse inclusion can be checked similarly. Proposition 1.1 
then implies the sets are equal. 

1.5. Check the following statements: 

(i) {I,2} n {I, 2, 3, 4} = {I, 2, 3} 

(ii) {a,e} n {e,f} n {g,h} = 9) where a,e,j,g,h are distinct. 

(iii) { ... ,-2,-I,O} n {O,I,2, ... } = {O} 

(iv) If a < b, a, bE R, then [a, b] n {a, b} = {a} U {b}. 

Solution: 

(i) False. 3 E {I,2,3,4} but 3 il {I,2}. 

(ii) True. The three sets {a, e}, {e,f}, {g, h} have no elements in common. 

(iii) True, since 0 is the only element in the intersection and 0 is the only element in {O}. 

(iv) True. a and b are the only elements of [a, b] n {a, b} and a, b E {a} U {b}. Furthermore, 
a and b are the only elements of {a} U {b}. 

1.6. Check that the following statements are correct: 

(i) {I, 2, 3, 4} - {I,2} = {3,4} 

(ii) {I, 2, 3, 4} - {I, 2, 3, 4} = 9) 

(iii) If a, bE R and a < b, then [a, b]- (a, b) = {a, b}. 
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1.7. If S, T and U are any three sets, prove the following: 

(i) SuT = TuS (viii) SnS =S 

(ii) SnT = TnS (ix) Su(TuU) = SuTuU 

(iii) Sr;;,SuT and S r;;, TuS (x) Sn(TnU) = (SnT)nU 

(iv) Sn T <: S and TnS <: S (xi) Su(TnU) = (SuT)n(SuU) 

(v) Su!Z> = S (xii) S-S= 13 

(vi) Sn!Z> =13 (xiii) S-(S-S) = S 

(vii) SuS =S 

Solution: 

(i) Let x E Su T. By the definition of union of sets, xES or x E T. Hence x E TuS and 
Su T r;;, TuS. Similarly if x E TuS, it follows that TuS r;;, Su T. Consequently Su T = 
TuS by Proposition 1.1. 

(ii) If xES nT, then, by the definition of intersection, xES and x E T. x is therefore an ele­
ment of TnS and Sn T r;;, TnS. The reverse inclusion, TnS r;;, Sn T, is established in the 
same manner. The equality follows from Proposition 1.1. 

(iii) By the definition of union, Su T contains all elements of S and of T. So xES implies 
x E Su T and S r;;, Su T. Using (i) above, we also have S r;;, TuS. 

(iv) x E Sn T implies xES and x E T. In particular, xES. Thus Sn T r;;, S. Part (ii) allows 
us to write TnS r;;, S. 

(v) Sr;;,Su!Z> by (iii). If xESU!Z>, then xES, for xtl!Z> by definition. Therefore Su!Z>r;;,S. 
Hence by Proposition 1.1, S u!Z> = S. 

(vi) By (iv), S n!Z> r;;,!Z>. But we know that 13 is a subset of any set and, in particular, 13 r;;, S n!Z>. 
Hence Sn!Z> =13. 

(vii) S r;;, SuS, using (iii). Now, x E SuS implies xES. Hence SuS r;;, S and the equality 
follows. 

(viii) By (iv), SnS r;;, S. But xES implies x E SnS. Thus S <: SnS and the equality follows. 

(ix) Let x E SU(TuU). Then xES or x E TuU. Thus xES or x E T or x E U. Conse­
quently xESuTuU. Hence SU(TUU) <:SuTuU. If xESuTuU, then xES or xET 
or x E U. If xES, x E Su (Tu U). If x E Tor U, x E Su (Tu U). Hence Su Tu U r;;, 
Su (Tu U). The result follows. 

(x) xES n (T n U) implies xES and x E (T n U), which in turn implies x E T and x E U. 
From xES and x E T it follows that x E (S n T) and, as x E U, x E (S n T) n U. There­
fore sn(TnU) <: (SnT)nU. Similarly (SnT)nU <: Sn(TnU). 

(xi) SU(TnU)r;;,(suT)n(SuU). For,if xESu(TnU), then xES or xETnU. Now, xES 
implies x E Su T, x E Su U, and consequently x E (Su T) n (Su U). If x E Tn U, then x E T 
and xEU; hence xESuT,xESUU and,asbefore, xE(SuT)n(SuU). (SuT)n(SUU)r;;, 
Sn(TUU) is established in a similar manner. 

(xii) If S - S contains an element x, then xES and x tl S which is impossible. Hence S - S 
must be empty. 

(xiii) S - S =13 from (xii). Thus S - (S - S) = S -13 and clearly S - 13 = S. 

1.8. Prove the following statements: 

(i) If S r;;, T and U is any set, then Su U r;;, Tu U. 

(ii) If S r;;, T and U is any set, then Sn U <: Tn U. 

(iii) If S <: T and T <: U, then S <: U. 

(iv) S r;;, T if and only if SnT = S. 

(v) T r;;, S if and only if S = TuS. 

(vi) If T <: S, then (S - T) u T = S. 

Solution: 

(i) Let x E Su U. Then xES or x E U. If xES then x E T since S <: T, and conse­
quently x E Tu U. If x E U, then x E Tu U. Thus Su U r;;, Tu U. 
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(ii) x E Sn U implies xES and x E U. As S C; T, we also have x E T. Therefore x E Tn U 
and SnUc;TnU. 

(iii) S C; T means that if xES, then x E T; and since T C; U, this in turn implies x E U. 
Hence S C; U. 

(iv) First, assume Sn T = S. The equality implies any element x in S belongs to Sn T. But 
x E Sn T implies x E T. Hence x E T and S C; T. Secondly, let S C; T. If xES, then 
x E T and so xES n T. Therefore S C; S n T. The reverse inclusion S n T C; S is true by 
Problem 1.7(iv). By Proposition 1.1, S = Sn T. 

(v) Assume S = TuS. If x E T, then x E TuS and, since S = TuS, xES. Hence T C; S. 
On the other hand if we assume T C; S, then x E TuS implies that xES. Consequently 
TuS C; S. By Problem 1.7(iii) we have S C; TuS. Thus TuS = S. 

(vi) It follows from the definition that (S - T) C; S. Using (i) above, (S - T) u T C; Su T. But by 
(v), T C; S implies S = TuS, and we have (S - T) u T C; S. To show S C; (S - T) u T, let 
xES. Either x E T or x il T. If x E T, then x E (S - T) u T. If x il T, then xES - T 
and we also have x E (S - T) u T. Thus S C; (S - T) u T. The equality follows by Proposition 1.1. 

1.2 CARTESIAN PRODUCTS 

a. Definition 
The plane R2 (see Section 1.1a) consists of all pairs (x, y) of real numbers x and y. We 

shall also denote R2 by R x R; thus R x R is defined as the set of all ordered pairs (x, y) with 
x E Rand y E R. 

There is a natural extension of this notation to any two sets, 8 and T: 

8 x T = {p I p = (s, t), s E 8, t E T} 

For example, 
{I, 2} x {I, 2, 3} = {(I, 1), (1,2), (1,3), (2,1), (2,2), (2,3)} 

In words, 8 x T is defined to be the set of all ordered pairs of elements (s, t), the first mem­
ber of each pair always belonging to 8 and the second member always belonging to T. We 
term 8 x T the cartesian product of 8 and T. It is worth pointing out that, just as in R2, 
two elements of 8 x T are equal iff (if and only if) they are identical, i.e. (s, t) = (s', t') if and 
only if s = s' and t = t'. If either 8 = 0 or T = 0, we interpret 8 x T as 0. 

One defines similarly the cartesian product 8 1 X 82 X ... X 8 n of the n sets 8 1,82, ... , 8 n 

(n < (0) as the set of all n-tuples (S1, S2, •.. , Sn) with SI E 8 1, S2 E 8 2, ••• , Sn E 8n• As with 
the cartesian product of two sets, (SI, S2, .•• , Sn) = (s;, sL ... , s~) iff SI = s;, S2 = sL ... , Sn = s~. 
For example, 

{1,2} X {2,3} x {4,5} = {(1,2,4), (1,2,5), (1,3,4), (1,3,5), 

(2,2,4), (2,2,5), (2,3,4), (2,3,5)} 

If anyone of the sets 81,82, ... , 8n = 0, then we shall interpret 8 1 x 8 2 X ... X 8 n to be 0· 
If each 8 i = 8, then 8 1 X 8 2 X ... X 8 n is denoted by 8 n

• 

We often are interested in certain subsets of 8 X T. For example, in elementary analytic 
geometry one investigates lines, circles (see Section 1.Ia), ellipses and other figures in the 
plane; these are subsets of R2. 

Problems 
1.9. Let S = {1, 2, 3}, T = {1,5}. Verify the following statements: 

(i) S X T = {(1, 1), (1,5), (2,1), (2,5), (3,1), (3,5)} 

(ii) T X S = {(1, 1), (5,1), (1,2), (5,2), (1,3), (5,3)} 

(iii) S X T ~ T X S 
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(iv) 8 2 "", T2 (82 = 8 X 8 and T2 = TxT) 

(v) (8 X T) X 8 "'" 8 X (T X 8) 

Solution: 
(i) Clearly these are the only ordered pairs (x, y) with x E 8 and yET. 

(ii) As in (i), these are the only ordered pairs (x, y) with x E T and y E 8. 

(iii) Looking at (i) and (ii), we find (5,1) E T X 8 and (5,1) {l 8 X T. Hence 8 X T "'" T X 8. 
(iv) (3,3) E 8 2 but (3,3) {l T2. 

7 

(v) An element (x,1/) of (8 X T) X 8 has x E 8 X T and 1/ E 8. Thus ((1,1),5) E (8 X T) X 8. But 
((1,1),5) {l 8 X (T X 8), since (1,1) {l 8. 

1.10. Let 8, T and U be any three sets. Prove the following: 
(i) 8 X T = T X 8 iff either 8 = T or at least one of the two is empty. 
(ii) If (x, y) E 8 2, then (1/, x) E 8 2• 

(iii) 8 X T = 8 X U iff either T = U or 8 = \3. 
(iv) (8 X T) X U = 8 X (T X U) iff at least one of the sets 8, T, U is empty. 

Solution: 
(i) 8 = T implies 8 X T = T2 = T X 8; and 8 = \3 or T = \3 implies, by the definition of the 

cartesian product of any set and the empty set, 8 X T = \3 = T X 8. Therefore 8 X T = T X 8 
whenever 8 = T, 8 = \3, or T = \3. To prove the converse, assume 8 X T = T X 8. We may 
also assume 8"", \3 and T"", \3. Let t E T and 8 E 8 (such elements exist since 8"", \3 
and T"", \3). Then (8, t) E 8 X T and, as 8 X T = T X 8, (8, t) E T X 8. It follows, from the 
definition of T X 8, that t E 8 and 8 E T. Therefore T C 8 and 8 C T. We conclude, using 
Proposition 1.1, 8 = T. 

(ii) (x, y) E 8 2 means x E 8 and 1/ E 8. Hence (y, x) E 8 2• 

(iii) Clearly if T = U or 8 = \3, we have 8 X T = 8 X U. Conversely, let 8 X T = 8 X U and 
8 "'" \3 (if 8 = \3 we have nothing to prove). If T"", \3, let t E T. Then (8, t) E 8 X T for 
any 8 E 8; and, as 8 X T = 8 X U, (8, t) E 8 X U. But (8, t) E 8 X U means t E U. Hence 
T c;;; U. A similar argument gives U c;;; T, and we conclude T = U. If T = \3, then 
8 X T = \3 and 8 xU = \3. U = \3 follows from 8 xU = \3; for if U"'" \3, then 8 xU 
would not be empty, by virtue of our assumption 8"", \3. Thus both T"", 0 and T = 0 give 
T= U. 

(iv) If either 8, T or U is empty, (8 X T) xU = \3 = 8 X (T X U). Conversely, assume (8 X T) xU = 
8 X (T X U). If 8"", \3, T"", \3 and U"'" \3, there is at least one element (x, y) in (8 X T) X U, 
x E 8 X T and y E U. But (x, y) must also be an element of 8 X (T X U). Hence x E 8. This 
is a contradiction, for x cannot be both an element of 8 and an element of 8 X T. Therefore 
the assumption that 8"", \3, T"", \3 and U"'" \3 must be false and so either 8, Tor U is empty. 

1.B. (i) If A = {p I p = (x, y) E p2 and x < y} (recall that P is the set of positive integers), prove 
that: 

(a) (x, x) {l A for every x E P. 
(b) if (x, y) E A and if (y, z) E A, then (x, z) E A. 

(ii) Let B = {p I p = (x,y) E p2, x"'" y}. 

(a) Show that (x, x) E B for every x E P. 

(b) Prove that if (x, y) E B and if (1/, z) E B, then (x, z) E B. 

(c) If (x,1/) E B, when is (y, x) E B? 

(iii) Let A = {p I p = (x,1/) E Z2 with x - y divisible by 3}. Prove: 

(a) (x, x) E A for all x E Z. 

(b) If (x,1/) E A, then (1/, x) E A. 
(c) If (x, y) E A and (y, z) E A, then (x, z) EA. 

(iv) Let U be the points of the plane R2 on or above 
the X axis and let L be the points below the X axis. 
Put V = U2uL2. Notice that V c;;; R2 X R2. Prove: 

(a) If (a, a) E R2 X R2, then (a, a) E V. 
(b) If (a, f3) E V, then (/3, a) E V. 

(c) If (a, /3) E V and (/3, y) E V, then (a, y) E V. 
(d) V"", R2 X R2. 

y 

U 
x 

L 
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Solution: 

(i) (a) (x, x) r;. A for every x E P, since x is not less than x. 

(b) (x, y) E A implies x < y, and (y, z) E A implies y < z. Now x < y and y < z imply 
x < z, since x, y, z E P. By definition of set A, we have (x, z) EA. 

(ii) (a) x ~ x for all x E P. Hence (x, x) E B. 

(b) (x, y) E Band (y, z) E B imply x ~ y and y ~ z respectively. It follows that x ~ z 
and, by definition of set B, (x,z) E B. 

(c) (y,x) E B iff x = y. For if (x,y) E B, x ~ y; and if (y,x) E B, y ~ x. But x ~ y 
and y ~ x iff x = y. 

(iii) (a) For any x E Z, :t' - X = 0, and zero is divisible by 3. Consequently (x, x) EA. 

(b) (x, y) E A means x - y is divisible by 3, i.e. x - y = 3q where q is some integer. Now 
y - x = -(x - y) =: -3q =: 3(-q). Therefore y - x is divisible by 3 and (y, x) EA. 

(c) (x, y) E A means x - y =: 3q for some integer q, and (y, z) E A means y - z =: 3r for 
some integer r. Thus 

x - z = (x-y) + (y-z) =: 3q + 3r =: 3(q+r) 

and so x - z is divisible by 3 and (x, z) EA. 

(iv) (a) (a, a) E R2 X R2 implies a E R2, which means a E U or a E L. Hence (a, a) E U2 or 
(a, a) E L2, and (a,a) E U2 u£2 =: V. 

(b) If (a,f3) E V, then (a,{3) E U2 or (a,{3) E L2 and by Problem 1.l0(ii), ({3,a) E U2 or 
({3, a) E £2. Hence ({3, a) E V. 

(c) (a,{3) E V implies either a,{3 E U or a,{3 E L, but not both, since UnL =: 0. Now 
({3, y) E V implies {3, y E U or L. If {3, y E U, then a, {3 E U since {3 cannot be an 
element of both U and L, and hence (a, y) E U2. Similarly if {3, y E L, we have (a, y) E £2. 
Therefore (a, y) E U2 U L2 = V. 

(d) Let a E U and {3 E L. Then (a, {3) E R2 X R2, but (a, {3) r;. V. 

b. Equivalence relations 

Similarity of triangles is an example of an equivalence relation. This means that if 
s, t and u are any triangles, the following three conditions hold: 

(i) s is similar to s. 
(ii) If s is similar to t, then t is similar to s. 
(iii) If s is similar to t, and t is similar to u, then s is similar to u. 

Another example of an equivalence relation is congruence of triangles since (i), (ii) and 
(iii) above hold also if "similar" is replaced by "congruent". Continuing in this vein, if X 
is any non-empty set and R is a "relation on X", i.e. if for any pair of elements x, y E X 
either x is related to y by R (written xRy and read "x is related to y by R") or not, then 
R is termed an equivalence relation in X if: 

(i) xRx for all x EX. 
(ii) If xRy, then yRx. 
(iii) If xRy and yRz, then xRz. 

One objection to this definition of equivalence relation is that "relation on X" is vaguely 
defined. We shall therefore define the idea of equivalence relation by means of sets and 
subsets. 

Let us consider again the notion of similarity of triangles. Let T be the set of all 
triangles. Let S be the subset of TxT defined by (s, t) E S iff s is similar to t. If t is a 
triangle, t is similar to itself, so (t, t) E S. If (s, t) and (t, u) E S, then sand t are similar 
and t and u are similar. Thus sand u are similar. Hence (s, u) E S. Similarly if (s, t) E S, 
it is clear that (t, s) E S. 

Consequently, discarding our informal approach, we have the following 
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Definition: Let X be a non-empty set and let R be a subset of X2. Then R is called an 
equivalence (or an equivalence relation) in X if the following conditions are 
satisfied. 
(i) (x, x) E R for all x E X (reflexive property). 
(ii) If (x, y) E R, then (y, x) E R (symmetric property). 
(iii) If (x, y) E Rand (y, z) E R, then (x, z) E R (transitive property). 

Problem 
1.12. Examine Problem 1.11 for equivalence relations. 

Solution: 

(i) A is not an equivalence relation in P, as (x, x) 6!! A for all x. 

(ii) B is not an equivalence relation in P, as we know (x, y) E Band (y, x) E B occurs only if 
x == y. Thus though (1,2) E B, (2,1) 6!! B. 

(iii) A is an equivalence relation in Z2 as A ~ Z2 and the reflexive, symmetric and transitive 
properties hold. 

(iv) V ~ R2 X R2 and the reflexive, symmetric and transitive properties hold, so V is an equivalence 
in R2. 

c. Partitions and equivalence relations 

Suppose R is an equivalence relation in X. We say x is R-related to y, or x is related to 
y by R, if (x, y) E R. If (x, y) E R we shall sometimes write xRy. To illustrate let 
X = {I, 2, 3, 4} and let 

R = {(I, 1), (2,2), (3,3), (4,4), (1,3), (3,1), (3,4), (1,4), (4,3), (4, I)} (1.2) 

Then it is easy to check that R satisfies the three necessary conditions for it to be an 
equivalence relation. Now 3R4 since (3,4) E R, but 2R4 is an incorrect assertion since 
(2,4) (l R. 

Note that we have used a notation that fits in with the notation of Section 1.2b where 
we informally introduced an equivalence relation. 

An equivalence relation in X is intimately connected with a partition of X, i.e. a decom­
position of X into disjoint subsets of X such that every element of X belongs to some subset. 
Examples of partitions of {I, 2, 3, 4, 5} are 

{I}, {2,3}, {4,5} 

and {I, 3, 4}, {2}, {5} 

On the other hand {I,2}, {2}, {3, 4, 5} is not a partition of {I, 2, 3, 4, 5}. 

If R is the equivalence relation (1.2) in {I,2,3,4}, then all the elements of {I,3,4} are 
R-related to 1, i.e., 

lRI, IR3, IR4 

This suggests a means of getting a partition of a set X. In order to explain, we need some 
additional notation. Let R be an equivalence relation in a set X. If x E X, we define 
xR = {y lyE X and (x, y) E R}. xR is thus a certain subset of X. This subset xR is 
called the R-class of x, or the R-equivalence class of x, or the R-block of x. A subset of X 
will be called an R-class or R-block if it is the R-class or R-block of some element x E X. 
To illustrate these terms, consider the equivalence relation R given by (1.2). Here 

IR = {I, 3, 4}, 2R = {2}, and 3R = 4R = IR 

Thus the R-classes here are simply {I, 3, 4} and {2}. Notice that these R-classes constitute 
a partition of {I,2,3,4}. 

More generally, we have the following 
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Theorem 1.2: Let X be a non-empty set and let R be an equivalence relation in X. Then 

(i) if xRnx'Rr~, then xR=x'R, 

(ii) x E xR for every x EX. 

Thus the R-classes constitute a partition of X, for (i) guarantees that dis­
tinct R-classes are disjoint, while (ii) shows that every element of X 
appears in at least one of the R-classes. 

Proof: First, we verify (i). Suppose xR n x'R r~. Then there is an element y E xR 
which lies also in x'R, i.e. (x, y) E R and (x', y) E R. As R is an equivalence, it follows from 
the symmetric property that (y, x') E R. But (x, y) E Rand (y, x') E R imply, by the 
transitive property, (x, x') E R. Now if z E x'R, then (x', z) E R; and hence by the transi­
tive property applied to (x, x') and (x', z), we find (x, z) E R. This means, by the very 
definition of xR, that z E xR. Since z was any element of x'R, we have proved x'R c: xR. 
The reverse inequality follows by a similar argument. Hence x'R = xR as required. 

The verification of (ii) is trivial since (x, x) E R means x E xR. This completes the 
proof of Theorem 1.2. 

Problems 

1.13. (i) Prove that E = {(O,O), (1,1), (2,2), (3,3), (0,2), (1,3), (2,0), (3, I)} is an equivalence relation in 
8 = {O, 1, 2, 3}. 

(ii) Find the E-equivalence blocks (a) OE, (b) IE, (c) 2E, (d) 3E. 

Solution: 

(i) The reflexive property holds, i.e. (x, x) E E for all x E 8, since (0,0), (1,1), (2,2), (3,3) E E. 
To show that E is symmetric, let us examine all pairs (x, y) where x ¥= y. There are only four, 
namely (0,2), (1,3), (2,0), (3,1). Clearly if (x, y) is anyone of the four, so is (y, x). When 
x = y, (x, y) = (y, x). Thus (x, y) E E implies (y, x) E E. E is also transitive. Let (x, y) E E 
and (y, z) E E. Suppose x ¥= y. Then (x, y) can be (0,2), (1,3), (2,0) or (3,1). If (x, y) = (0,2), 
then (y, z) = (2,0) or (2,2) and (x, z) = (0,0) or (0,2) respectively. Hence (x, z) E E. Sim­
ilarly if (x, y) = (1,3), (2,0) or (3,1), it can be shown that (x, z) E E. When x = y, (y, z) E E 
means (x, z) E E. Therefore for any (x, y) E E and (y, z) E E, we have (x, z) E E and- E 
is transitive. 

(ii) (a) OE = {0,2}, (b) IE = {1,3}, (c) 2E = {2,0}, (d) 3E = {3, I}. Observe that OE = 2E and 
IE = 3E. 

1.14. Let A = {p I p = (x, y) E Z2 with x - y divisible by 3}. Prove that A is an equivalence relation 
in Z and find the R-equivalence classes. 

Solution: 

It was shown in Problem 1.1l(iii), page 7, that A satisfies the three conditions of an 
equivalence relation. The R-equivalance classes are: 

(1) OA = {3q I q E Z}; for if (0, x) E A, 0 - x = -x is divisible by 3. Also, (0,3q) EA. 

(2) 1A = {I - 3q I q E Z}; for if (1, x) E A, 1 - x = 3q and hence x = 1 - 3q. If x = 1 - 3q, 
1 - x is divisible by 3; hence (1, x) E 1.4 .. 

(3) 2A = {2 - 3q I q E Z}; for if (2, x) E A, 2 - x = 3q and so x = 2 - 3q. If x = 2 - 3q, 2 - x 
is divisible by 3; hence (2, x) EA. 

OA, lA, 2A are the only R-blocks, for any integer can be written as 3q, 1 - 3q, or 2 - 3q. 
Consequently OA u lA u 2A = Z. 

1.15. Let Z* be the set of nonzero integers and let 8 = Z X Z*. (Recall that Z is the set of all integers.) 
Let E = {p I p = «r, s), (t, u» E 8 2 with ru = st}. Prove that E is an equivalence relation in 8. 
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Solution: 

E is reflexive, for (r, s) E 8 implies ((r, s), (r, s)) E 8 2; and since rs = sr, ((r, s), (1', s)) E E. 
The symmetric property of E is established by noticing ((r, s), (t, w)) E E means (r, s) and (t, w) E 8 2, 

and rw = st. But rw = st can be rewritten as ts = wr. Hence ((t, w), (r, s» E E. To show E is 
transitive, let ((r, s), (t, u) E E and ((t, u), (v, w») E E. Then ru = st and tw = vu. Since u oF 0, 

r = st and rw = stw = ~tw = ~vu = sv. Thus rw = sv and so ((r, s), (v, w)) E E. Hence E is 
u u u u 

transitive. Therefore E is an equivalence relation. 

1.16. Prove that 8 X 8 is an equivalence relation in 8. 

Solution: 

8 X 8 is reflexive since (x, x) E 8 X 8 for all x E 8. If (x, y) E 8 X 8, then x and y E 8 
and, by definition of 8 X 8, (y, x) E 8 X 8. Hence 8 X 8 is symmetric. Now (x, y) E 8 and 
(y, z) E 8 imply x, y and z E 8. But then (x, z) E 8 X 8 and 8 X 8 is transitive. Thus 8 X 8 is 
an equivalence relation on 8. 

1.17. Prove that a set X is infinite if and only if there are infinitely many equivalences in X. (Hard.) 

Solution: 

Assume there are an infinite number of equivalences in X. If X is finite, then there are at most 
a finite number of distinct subsets of X2. Therefore when X is finite there are at most a finite 
number of equivalences in X, which contradicts our hypothesis. Hence X must be infinite. Con­
versely, assume X is infinite. We exhibit an infinite number of equivalences in X as follows: For 
each pair a, b E R, a oF b, we define 

R(a,bl = {p I p = (x, y) E X2, where either x = y, (x, y) = (a, b) or (x, y) = (b, a)} 

Now R(a,bJ = R(c,dJ if and only if {a,b} = {c,d}. Therefore since X is infinite, we can find an 
infinite number of different pairs a, b E X each of which gives a distinct set R(a,bJ' Furthermore, 
each R(a,bl is an equivalence. To prove that R(a,bJ satisfies the three conditions of an equivalence 
relation, we first notice (x, x) E R(a,bJ for all x E X, by the very definition of R(a,bJ' Secondly, 
R(a,bJ is symmetric since (x, y) E R(a,bJ means (x, y) = (a, b) or (b, a), in which case (y, x) = 
(b, a) or (a, b) respectively, or x = y and then (x, y) = (y, x). Thirdly, if (x, y) and (y, z) E R(a,bJ, 

then (x,z) E R(a,bJ' To see this, notice that (x,y) can only be (a,b), (b,a) or (x,x). (x,y) = (a,b) 
implies (y, z) = (b, a) or (b, b); hence (x, z) = (a, a) or (a, b), which are both elements of R(a,bJ' 

Similarly, (x, y) = (b, a) implies (x, z) E R(a, bJ' Finally, (x, y) = (x, x) means (x, z) = 
(y,z) E R(a.b)' 

d. The division notation 

We find it useful to introduce a notation for the R-classes of an equivalence relation R 
in a set X, namely X/R. 

Problems 

1.18. What is 8/E in Problem 1.13? 

Solution: 8/E = rOE, IE}. 

1.19. What is Z/A in Problem 1.14? 

Solution: Z/A = {OA, lA, 2A}. 

1.3 MAPPINGS 

a. Definition of mapping 

Assign to each even integer the value 1, and to each odd integer the value -1. Let us 
give the name a to this assignment; thus a assigns to each even element in Z, the set of all 
integers, the unique element +1 in the set {I, -I} and to each odd element in Z the unique 
element -1 in {I, -I}. In less detailed terms a assigns to each element in Z a unique ele­
ment in {I, -I}. Such an assignment is termed a mapping from Z into {I, -I} or a map 



12 SETS, MAPPINGS AND BINARY OPERATIONS [CHAP. 1 

from Z into {I, -I}. More generally, if Sand T are any two non-empty sets, a mapping or 
a map from S into T is an assignment of a unique element of T to each element of S. For 
the most part we shall denote mappings by lower case Greek letters such as a, {3, y. If a is a 
mapping from S into T, we shall express this fact more briefly by writing a: S ~ T; this is 
read "a is a mapping from S into T". We call S the domain and T the codomain of a. 

We find it useful to provide further notation and definitions. Suppose that a: S ~ T. 
If a assigns to S in S the element t in T, we write a: S ~ t and read this as "a sends S into 
t". We call t the image of s (under a) if a: S ~ t. It is convenient to have a number of 
notations for the image of an element s in S under a mapping a: S ~ T; thus we shall write 
Sa or sa, or even a(S) for the image of sunder a. For the most part we use the first notation. 
If t E T and Sa = t, we call s a preimage of t. By Sa we mean {Sa Is E S}. We call Sa 
the range of a. 

Problems 
1.20. Suppose a: P --> P is defined by 

(i) a: n --> n2 for all n E P 

(ii) a: n --> n + 1 for all n E P 

(iii) a: n --> 2n for all n E P 

(iv) a: n --> 1 for all n E P 

(v) a: 1 --> 2, n --> 1 for all n E P, n > 1 

Note: In (i)-(v) above, the mapping a is defined by describing its "action" on every element of 
P. For example, in (i), 1a = 12 = 1, 2a = 4, 3a = 9, .... Note that each element of P has a unique 
element assigned to it. 

In each case determine: (a) 2a, 5a, 6a; (b) a preimage (under a) of 2, 5, 6, 27. (e) Is every element 
of P an image of some element of P in (i)-(v)? How many preimages (under a) does 2 have in (v)? 
How many preimages does 1 have in (iv)? in (v)? 

Solution: 

(i) (a) 2a = 4; 5a = 25; 6a = 36. 

(ii) 

(iii) 

(b) There is no preimage of 2, 5, 6 or 27. 

(e) 

(a) 
(b) 

(e) 

(a) 
(b) 

(c) 

Not every element of P is an image, e.g. 2 is not an image. 

2a = 3; 5a = 6; 6a = 7. 

1a = 2; 4a = 5; 5a = 6; 26<1' = 27. Hence 1,4,5,26 are the required preimages. 

The only element of P which has no preimage is 1. 

2a = 4; 5a = 10; 6a = 12. 

1 is a pre image of 2; 5 has no preimage; 3 is the preimage of 6; 27 has no preimage. 

1 has no preimage, so not every element of P is an image. 

(iv) (a) 2a = 1; 5a = 1; 6a = 1. 

(b) 2, 5, 6 and 27 have no preimages. 

(c) 1 has every element of P as a preimage and no other element of P has a preimage. 

(v) (a) 2a = 1; 5a = 1; 6a = 1. 

(b) 1 is a preimage of 2; 5, 6 and 7 have no preimages. 

(c) 2 has one preimage, namely 1. 1 has an infinite number of preimages. In fact any ele­
ment of P not equal to 1 is mapped onto 1. 1 and 2 are the only elements of P which have 
pre images. 

1.21. Let S = {I, 2, 3}, T = {I, 4, 5}. 

(i) Write down a mapping of S into T. 

(ii) Let a: S --> T be defined by 1a = 4, 2a = 5, 3a = 4. Is every element of T an image of some 
element in S under a? Is every element of T the image of more than one element in S? 
Give preimages of 1 and 4. 

Solution: 

(i) For example, a: S --> T defined by 1a = 1, 2a = 4, 3a = 5. 

(ii) Not every element of T is an image, for 1 has no preimage. Only 4 is an image of more than 
one element in S. 1 has no preimage, and 4 has preimages 1 and 3. 
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1.22. Suppose a: p-.c, C is defined by 

(i) a: X -.c, x2 (v) a: X -.c, ix + 1 

(ii) a: X -.c, 2x + 27 
(vi) 

ix + 1 
0:: 

X --> ix -1 (iii) a: X ~ z where z E C is such that Z2 == x. 

(iv) a: X -.c, z where z E C is such that z3=x-l. (vii) a: X -.c, 10giO X 

(a) Do all of these descriptions really define mappings of Pinto C? 

(b) Is every element in C a preimage of some element of P in (i), (ii), (v), (vi), (vii)? 

Solution: 

(a) (i) and (ii) define mappings since every X E P has a unique image. (iii) does not define a map­
ping; for example, either 2 or -2 could be taken as 4a . Similarly (iv) is not a mapping, since 
there are three complex cube roots of x -1, so that each x has three different images. (v), (vi) 
and (vii) define mappings. 

(b) In (i), (ii), (v) and (vii), i has no preimage: for (i) i = x 2 implies X = VI It P; (ii) 2x + 27 = i 
implies X = i -227 It P; (v) ix + 1 = i gives X = 1 + i It P; (vii) if 10giO x = i, then 10i = x 

and thus x It P. In (vi) 1 has no preimage because ix + 1 = 1 implies 1 = -l. 
ix -1 

1.23. What is Pa in each of the cases in Problem 1.20? 

Solution: 
(i) Pa is the set of squares {1, 4, 9, 16, ... }. 

(ii) P a = {2, 3, 4, 5, ... } 

(iii) Pa = {2, 4, 6,8, ... }, i.e. all the even integers. 

h. Formal definition of mapping 

(iv) Pa = {1} 

(v) Pa = {1, 2} 

The reader may ask whether our definition of mapping is precise. After all, it depends 
upon an English word, assignment, a word that is used in many different ways. 

A comparison with Section 1.2b is valuable. In Section 1.2b we introduced the concept 
of equivalence relation in X, but as we felt uneasy about it, we redefined it in terms of a 
subset of X2. Here too we feel uneasy about our definition of mapping and so we shall 
redefine it in terms of sets. 

A subset a of S X T is called a mapping of S into T if (s, tl) and (s, t 2) E a occurs only if 
tl = t2, and for each s E S there exists an element (s, t) Ea. S is called the domain and T 
the codomain of a. If a is a mapping of S into T (written briefly as a: S ~ T) and (s, t) E a, 

we call t the image of s under a and write a: S ~ t. We also write t = Sa. 

lt is easy to see the relationship between the old definition and the new. In the old 
definition the elements of S were assigned unique elements of T. 

Consider the subset of S X T consisting of the pairs (s, t) where t is assigned to s. The 
two conditions of the new definition are satisfied by this subset. 

In the sequel we will use the definition of Section 1.3a, being confident that if necessary 
we could justify our arguments using the definition of a mapping in terms of a subset. 

c. Types of mappings 

We have talked of mappings without defining what is meant by the equality of two 
mappings. We will now remedy this. Suppose a: S ~ T and [3: S' ~ T'. Then we define 
a = [3 if and only if S = S', T = T', and, for every element s E S, Sa = Sa'. In other words, 
two mappings are equal if and only if they have the same domain, the same codomain, and 
the same "action" on each element of S. For example, let S = {I, 2, 3, 4}, T = {4, 5, 6}. 
Let a: S ~ T be defined by Ia = 4, 2a = 5, 3a = 6, 4a = 4; let [3: S ~ T be defined by 
1[3 = 4, 2[3 = 5, 3[3 = 6, 4[3 = 5. Then a oF [3 since 4a oF 4[3. 
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It is important to distinguish certain types of mappings. Thus suppose a: S ~ T. Then 
we say a is a mapping from S onto T (notice that into has now been replaced by onto) if every 
element in T has at least one preimage in S, i.e. if for every t E T there is at least one 
element S E S for which So' = t; in this case we call a an onto mapping. 

On the other hand we say a is one-to-one if So' = S' a implies s = s', i.e. distinct elements 
of S have distinct images in T (under a). Finally, we say a is a matching of Sand T or that 
a matches S with T or a is a bijection if a is both onto and one-to-one. Two sets are termed 
equipotent or of the same cardinality if there exists a matching of the one with the other. 
If S is finite and a matches T, then we say Sand T have the same number of elements. We 
denote the number of elements in a set S by lSI. If S is infinite this definition no longer 
makes sense unless one takes from all the sets which match S a single fixed set which we 
then term lSI, the cardinality of St. A set which matches P is called enumerable, countable, 
or countably infinite. Important results are that the set of rational numbers is enumerable 
and the set of real numbers is nott . 

We require one further definition. Suppose a: S ~ T and suppose S' ~ S. Then we 
define a mapping from S' into T by simply restricting the domain of a to S'; this mapping is 
denoted by a ls ' (read a restricted to S') and is called the restriction of a to S'. To be quite 
explicit, 

a lS ' : S' ~ T is defined by a lS ': S ~ So' for all s E S' 

Problems 

1.24. Which of the mappings defined in Problems 1.20-1.22 are (a) onto, (b) one-to-one, (c) matchings? 

Solution: 

(a) None of the mappings defined in Problems 1.20 and 1.22 is onto by the solution already given to 
these problems. The mapping defined in Problem 1.21(ii) is hot onto, since 1 has no preimage. 

(b) Problems 1.20(i), (ii), and (iii) define one-to-one mappings: for in (i), if na = ma, then n 2 = m 2 

and so n = m, since there is only one positive square root of an element in P; in (ii), na = ma 
gives n + 1 = m + 1 or n = m; and in (iii), na = ma implies 2n = 2m or n = m. Clearly 
Problems 1.20(iv) and (v) do not define one-to-one mappings. The mapping a in Problem 1.21(ii) 
is not one-to-one since la = 30'. All the mappings defined in Problem 1.22 are one-to-one: for in 
(i), Xa = x'a means x 2 = X,2 and, since x, x' E P, x = x'; in (ii), Xa = X'a implies 2x + 27 = 
2X' + 27 or x = x'; in (v), Xa = X'a implies ix + 1 = ix' + 1 or x = x'; (vi) Xa = X'a means 

ix + 1 _ ix ' + 1 2' - 2' I - I,' (") - I • 1 1 I d ix _ 1 - ix' -1 or ~x - 1X or x - x ,In VII, Xa - X a gIves oglO x = oglo X = Y an 

hence lOY = x == x'. (Note that (iii) and (iv) are not mappings.) 

(c) None of the mappings defined in Problems 1.20-1.22 is a matching, since none of them is onto. 

1.25. Which mappings in Problems 1.20-1.22 are equal? 

Solution: 

None. Problem 1.20 features a: P -> P; Problem 1.21, a: S -> T; and Problem 1.22, a: P -> C. 
Hence we need only compare the mappings in each exercise. 

1.26. Let a: P -> Z be defined by na == -n for all n E P. Is a onto? One-to-one? A matching? 

Solution: 

a is neither onto nor a matching, since 1 has no pre image. a is one-to-one, for if na = n'a, 
then -n == -n' and hence n == n'. 

tFor more details see, for example, G. Birkhoff and S, MacLane, A Survey of Modern Algebra, Macmillan, 
1953. 
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1.27. Suppose m is a fixed positive integer. Every integer n can be written uniquely in the form 
n = qm -I- r where the remainder l' is an element of the set {O, 1, ... , m - I}. For example, if 
m = 4, then every integer can be expressed in precisely one of the following forms: 
4k,4k+I,4k+2,4k+3. Let a:Z---{O,I, ... ,m-I} be defined by na = 1', if n=qm+1' where 
1'E{O,I, ... ,m-I}. Prove: 

(a) a is onto {O, 1, ... , m - I}. 

(b) If n1' n2 are any two integers, then (n 1n2)a = (njan2a)a. 

Solution: 

(a) a is onto because 0, 1, ... , m - 1 have pre images 0, 1, ... , m - 1 respectively. 

(b) Let n1 = q1m + r1 and n2 = q2m -I- 1'2' Then 

1.28. Check which of the following mappings are onto, one-to-one, bijections: 

(i) a: C .... R defined by a: a -I- ib --> a2 + b2 

(ii) a: Z --> P defined by a: n --> n2 + 1 

(iii) a: P .... Q defined by n 
a: n --> 2n + 1 . 

Solution: 
(i) a is neither onto nor one-to-one, because a2 + b2 "" 0, for any a, b E R, and -Ia = Ia = 1. 

Hence a is not a bijection. 

(ii) As 3 has no preimage, a is neither onto nor a bijection. Also a is not one-to-one, since Ia = 2 
and -Ia = 2. 

(iii) 1 has no preimage, since 2n ~ 1 = 1 implies n ,= -1 fl P. Therefore a is not onto and hence 

t b·· t' , n n 2 ' + " h no a 1Jec 10n. na = n a means 2n -I- 1 = 2n' + 1 or n n n = 2n n + n; ence n = n'. 

Thus each image has a unique preimage and a is one-to-one. 

1.29. Let S be the set of open intervals (a, b) on the real line and let T be the set of closed intervals 
[a, b]. Define a: S .... T by (a, b) a = [a, b]. Is a one-to-one? Onto? 

Solution: 
The mapping is one-to-one and onto. For, if (a, b) a = (a', b') a then [a, b] = [a', b'l. But this 

equality holds iff a = a' and b = b'. a is therefore one-to-one. a is also onto since a closed interval 
[a, b] has a preimage (a, b). 

1.30. How many mappings are there from {I,2} into itself? From {I, 2, 3} into itself? In each case, 
how many of these mappings are one-to-one? Onto? 

Solution: 
There are four mappings of {I,2} into itself, namely: a1 defined by Ia1 = 1 and 2al = 2; a2 

defined by Ia2 = 1 and 2a2 = 1; a3 defined by Ia3 = 2 and 2a3 = 1; a4 defined by 1a4 = 2 and 
2a4 = 2. Only a1 and a3 are one-to-one and onto. 

To find the number of mappings of {I, 2, 3} into itself, we proceed as follows: 1 may have 
any of three images under such a mapping, i.e. 1 --> 1 or 1 .... 2 or 1 --> 3. Also, 2 may have any of 3 
images, either 1, 2 or 3. So we have in all 3 X 3 possibilities for the actions of mappings on 1 and 
2. Then 3 can be sent into 1, 2 or 3, giving 3 X 3 X 3 = 27 possible mappings of {I, 2, 3} into itself. 
There are 3 X 2 X 1 = 6 possible one-to-one and onto mappings; for when we once choose an image 
for 1 there are only two possible images for 2, and then the image of 3 is uniquely determined. 

1.31. Let S = {I, 2, 3}, T = {3, 4, 5}, U = {4, 5, 6}, and let a: S .... T be defined by a: 1 --> 3, 2 -> 3,3 .... 5. 
Let {3 and y be the mappings from T into U given by {3: 3 --> 4, 4 --> 6, 5 -> 4, y: 3 .... 4, 4 .... 4, 5 .... 4. 
Compute (Ia){3, (2a){3, (3a){3, (Ia)y, (2a)y, (3a)y. 

Solution: 
(Ia){3 = 3{3 = 4; (2a){3 = 3{3 = 4; (3a){3 = 5{3 = 4; (la)y = 3y = 4; (2a)y = 3y = 4; (3a)y = 5y = 4. 
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1.32. 
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x 
Let ", f3, y be the mappings of Q into Q defined by ,,: x ---. 2"' f3: x ---. x + 1, y: x -> x - 1. Prove that 

x+1 
if x is any element of Q, then «xy)a)f3 2 What is ,,!p? a lZ ? Is alP = a

lZ 
? 

Solution: 
x-1 

«xy)a)f3 = «(x - 1)a)f3 = -2- f3 = 

into Q. a lZ is a mapping of Z into 

domain of a lZ • 

x-1+2 x+1 
2 2 alP is a mapping of P 

since the domain of a!p is not the same as the 

1.33. If S is a non-empty set, prove that S is infinite if and only if there are infinitely many mappings 
of S into S. 

Solution: 
First we show that if there are infinitely many mappings of S into S, then S is infinite. Assume, 

on the contrary, that S is finite and lSI = n. Now each of the n elements can be mapped onto at 
most n images. Hence there are at most nn different mappings of S into S. This contradicts our 
assumption that there is an infinite number of such mappings. Hence S is infinite. Conversely, let 
S be infinite. We define, for each S E S, the mapping as: S ---. S by as: x -> S for all xES. 
{as I S E S} is an infinite set since as = as, if and only if S = s', and we assumed S to be infinite, 
Therefore we have found an infinite number of mappings of S into S. 

1.34. If S is any non-empty set, verify that S matches S. 

Solution: 
Define the mapping a: S -> S by a: S ---. S for each S E S. a is clearly one-to-one and onto. 

Hence a is a matching, 

1.35. If S matches T, prove that T matches S, 

Solution: 
If S matches T, then there is a mapping a: S -7 T which is one-to-one and onto. 

Define a: T -7 S as follows. Let t E T. Then there is an S E S such that Sa = t. The image 
of t under a is defined to be s. 

We now show a is a matching. In the first place, a is a mapping. For if ta = sand ta = s', 
for some t E T, then by definition of a, Sa = t and s' a = t. But a is one-to-one, so that Sa = s' a 
implies S = s'. Thus the image of an element under a is unique. Secondly, a is one-to-one, because 
ta = t' a = s implies Sa = t and Sa = tf, which in turn implies, since a is a mapping, t = tf. 
Thirdly, if s E S, then Sa = t for some t E T. By definition of a, tii = s. Hence every element 
of S has a preimage under a and a is onto. 

1.36. If S matches T and if T matches U, prove that S matches U. (Hard.) 

Solution: 
Let a: S -> T and f3: T -7 U be matchings. Then a: S -> U, defined by Sa = (sa)f3, is a 

matching. a is a mapping of S into U; for Sa E U, and if Sa = Ul and Sa = u2 then (Sa)f3 = Ul 

and (Sa)f3 = U2, which implies Ul = u 2 since Sa has a unique image under f3. a is one-to-one, for 
Sa = s'a implies (sa)f3 = (S'a)f3. But a andf3 are one-to-one, so that Sa = sfa and s = Sf. a is also 
onto, for if U E U then there is atE T such that tf3 = u. Now t has a pre image S E Sunder 
a. Thus Sa = (sa)f3 = tf3 = u. 

1.37. Let a be the mapping of S = {1, 2, 3,4,5,6,7,8,9, 10} into itself given by a: 1 --> 3, 2 -7 4, 3 -7 5, 
4 -7 7, 5 --> 9, 6 --> 10, 7 --> 1, 8 --> 3, 9 -> 4, 10 --> 5. Then there is a useful alternative way of describing 
a: we list the elements of S on one line (in any order) and on the following line we place under 
each element of S its image under a, enclosing the entire description in parentheses as follows. 

2 

4 

3 

5 

4 

7 

5 6 7 

9 10 1 
8 

3 
9 10) 
4 5 

Describe the following mappings of S into S, using this notation. 
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(i) f3: 1 .... 2, 2 .... 2,3 .... 2, 4 .... 2, 5 .... 2, 6 .... 3, 7 .... 4,8 .... 4, 9 .... 4,10 .... 5. 

(ii) y: 1 .... 6, 2 .... 7, 3 -> 8, 4 .... 9, 5 .... 10, 6 .... 1, 7 -> 1, 8 -> 1, 9 .... 1, 10 .... 1. 

Use these descriptions to decide whether (iii) f3 = y, (iv) f3 is one-to-one, (v) y is onto. 

Solution: 

G 2 3 4 5 6 7 8 9 
15

0
) (i) 

2 2 2 2 3 4 4 4 

(~ 
2 3 4 5 6 7 8 9 ~O) (ii) 
7 8 9 10 1 1 1 1 

(iii) f3#y since 1f3 = 2 and 1y = 6. It is only necessary to compare the bottom rows. 

(iv) f3 is not one-to-one, e.g. 1f3 = 2f3 = 2. It is only necessary to find a repetition on the bottom row. 

(v) y is not onto, e.g. 2 has no preimage. It is only necessary to check whether all the integers 
1,2, ... ,10 appear in the bottom row. 

1.4 COMPOSITION OF MAPPINGS 

Definition 
Let a: S .... T, (3: T .... U. Because Sa E T, we can compute (Sa)(3. This suggests 

"composing the mappings a and (3", i.e. defining a mapping of S into U by performing a 

and (3 in succession on each of the elements in S. More precisely we define a 0 (3, the com­
position of a with (3 (in this order) as a mapping of S into U defined by 

S(a 0 (3) = (Sa)(3, for all S in S 

(Some authors use exactly the opposite order, so that their a 0 (3 is our (30 a.) For example, 
let 

S = {1,2}, T = {3,4,5}, U = {6,7} 

and let a: S .... T, (3: T .... U be defined by 

Then 

a: 1 .... 3, 2 .... 5, (3: 3 .... 6, 4 .... 7, 5 .... 6 

l(a o(3) 

2(a o (3) 

(la)(3 

(2a)(3 

3(3 

5(3 

6 

6 

Hence a 0 (3: {I, 2} .... {6,7} is defined by 

a 0 (3: 1 .... 6, 2 .... 6 

This notion of the composition of two mappings is of tremendous importance; hence we 
give the following drill problems. 

Problems 
1.38. Let a: p .... C be defined by na = in + 1 and let f3: C .... P be defined by f3: a + ib .... b2, where 

i 2 =-1. Whatdo"of3,(aof3)oa,andao(f3oa) map nEP to? Why is aOf3#f3 o a? 

Solution: 
Let n E P. Then n(a ° f3) = (na)f3 = (in + 1)f3 = n2• Now n((a 0 f3) ° a) = (n(a ° f3))a = n2a = 

in2 + 1 and n(a ° (f3 ° a)) = (na)(f3 ° a) = ((in + 1)f3)a = n2a = in2 + 1. Hence (a ° 13) ° a = a ° (13 ° a). 
a ° 13 : P -'> P while f3 ° a: C -'> C. Hence a ° 13 # f3 ° a. 

1.39. Let,,: Q -'> Q be defined by a: a -'> a2 + 2 and let f3: Q -'> Q be defined by f3: a -'> ta - 2. Com­
pute a ° f3, f3 ° a. Are these mappings equal? Compute (a ° f3) ° a, a ° (13 ° a). 



18 

Solution: 
Let a E Q. 

qa - 2)2 + 2. 

(~a2-1)2+2 

l§a2 -1)2 + 2. 

SETS, MAPPINGS AND BINARY OPERATIONS [CHAP. 1 

a(a ° (3) = (aa)(3 = (a2 + 2)(3 = ~(a2 + 2) - 2 = ta2 - 1. a((3 ° a) = (a{3)a = (~a - 2)a = 
Clearly a ° (3 oF (30 a. Furthermore, a((a ° (3) 0 a) = (a(a ° (3))a = (ta2 - l)a 

and a(a ° ((3 0 a)) = (aa)((3 ° a) = (a2 + 2)(3 ° a = ((a2 + 2){3)a = ((t(a2 + 2) - 2)a = 
Note then that (a ° (3) 0 a = a ° ((3 0 a). 

1.40. Employing the notation of Problem 1.37, compute the following: 

1.41. 

1.42. 

G 2 3 4 

!) °C 
2 3 4 !) G 

2 3 4 

~) ° G 
2 3 4 !) (i) 

3 1 5 2 4 5 
(iii) 

4 5 3 2 4 3 

(ii) (~ 2 3 4 !)oG 2 3 4 

~) G 
2 3 4 

!) ° G 2 3 4 

~) 1 4 3 3 4 5 
(iv) 

2 3 4 5 3 4 

Solution: 

(i) (~ 2 3 4 !) (ii) G 2 3 4 

~) (iii)G 
2 3 4 

~) (iv) G 2 3 4 

~) 4 1 3 2 5 4 3 5 4 5 3 4 

Let a: S -> T, (3 : T -> U, 'I: U -> V. Prove that (a ° (3) 0'1 = a ° ((3 0 'I)' CHard.) 

Solution: 
If 8 E S, then 8((a ° (3) 0 'I) = (8(a ° (3))'1 ((8a)(3)y and 8(a ° ((3 0 'I)) (8a)((3 ° 'I) ((8a)(3)y. 

Consequently (a ° (3) 0 'I = a ° ((3 0 'I)' 

Prove that if a : S -> T and (3: T -> U and a ° (3 is onto, then (3 is onto. Is a onto? (Hard.) 

Solution: 
Let u E U. As a ° (3 is onto, we can find a preimage of u under a ° (3. Let 8 E S be a preimage 

of u under a ° (3, i.e. 8(a ° (3) = u. Thus 8(a ° (3) = (8a)(3 = u and 8a is a preimage of u under (3. 
Hence (3 is onto. a need not be onto, e.g. let S = {I}, T = {1,2}, U = {1}. Define a: S -> T by 
1a = 1, and (3: T -> U by 1(3 = 2(3 = 1. a ° (3 is onto but a is not. 

1.43. Prove that if a: S -> T, (3: T -> U and a ° (3 is one-to-one, then a is one-to-one. Is (3 one-to-one? 
(Hard.) 

Solution: 
Let 81> 82 E Sand 81a = 82a. 81a = 82a implies (81a)(3 = (82a)(3 and, by definition of a ° {l, 

81a ° f3 = 82a ° f3. But a ° f3 is one-to-one, so that 81 = 82' Hence a is one-to-one. f3 is not necessarily 
one-to-one, e.g. let S = {I}, T = {1,2} and U = {I}. Define a: S -> T by 1a = 1, and 
f3 : T -> U by 1f3 = 1 and 2f3 = 1. a ° f3 is one-to-one but f3 is not one-to-one. 

1.44. Prove that f3: T -> U (T oF 0) is one-to-one if and only if for every set S and every pair of map­
pings a: S -> T and a': S -> T, a ° f3 = a' ° f3 implies a = a'. (Hard.) 

Solution: 
First assume that for every set S and every pair of mappings a: S -> T and a': S -> T, 

0'0 f3 = a' ° f3 implies a = a'. Under this hypothesis suppose f3 is not one-to-one. Then we can find 
t, t' E T (t oF t') such that tf3 = t' (3 = u E U. Let S = {1,2}, let a: S -> T be defined by 10' = t 
and 2a = t', and let a': S -> T be defined by la' = t' and 20" = t. Now 0'0 f3 = a' ° f3, since 
1a ° f3 = (la)f3 = tf3 = U, 20' ° f3 = (2a)f3 = t' f3 = U, la' ° f3 = (la')f3 = t' f3 = U, and 2a' ° f3 = (2a')f3 = 
tf3 = u. But a oF a'. Hence the assumption that f3 is not one-to-one is false and f3 must be one-to-one. 

To prove the converse, let f3 be one-to-one. Say we can find a set S and a pair of mappings a 
and a' of S into T such that a ° f3 = a' ° f3 and a oF a'. So there exists 8 E S such that Sa oF sa'. 
0'0 f3 = a' ° f3 means that s(a ° (3) = s(a' ° (3). Hence (sa)f3 = (sa')f3. As f3 is one-to-one, Sa = Sa'. 
Therefore we have a contradiction and a must be equal to a'. 

1.45. Prove that a: S -> T (T oF 0) is onto iff for every set U and every pair of mappings f3: T -> U 
and f3': T -> U such that a ° f3 = a 0 f3', it follows that f3 = f3'. (Hard.) 

Solution: 
Let us assume that for every set U and every pair of mappings f3 and f3' of T into U such that 

a ° f3 = a 0 f3', it follows that f3 = f3'. Say a is not onto, and tl is an element of T which has no 
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preimage under a. Let U = {1,2} and define the mappings (3 and (3' of T into U as follows: t(3 = 1 
for all t E T, t(3' = 1 for all t ¥= tl in T and t l (3 = 2. Now if S E S, Sa 0 (3 = (Sa)(3 = 1 and 
Sa 0 (3' = (Sa)(3' = 1, since Sa ¥= t l . Hence a 0 (3 = a 0 (3' and (3 ¥= (3'. This contradicts the as­
sumption that a 0 (3 = a 0 (3' implies (3 = (3'. Thus a must be onto. 

Conversely, assume a is onto and we can find a set U and two mappings, (3 and (3', of T into U 
such that a 0 (3 = a 0 (3' and (3 ¥= (3'. (3 ¥= (3' means there is a tl E T such that t l (3 ¥= t l(3'. Further­
more, since a is onto, we can find S E S such that Sa = t l . But a 0 (3 = a 0 (3' implies (sa)(3 = (sa)(3' 
or t l (3 = t l (3'. Here we have a contradiction because we chose t l (3 ¥= t l (3'. We therefore conclude 
(3 = (3'. 

1.5 BINARY OPERATIONS 

a. Definition 
The idea of a binary operation is illustrated by the usual operation of addition in Z, 

which may be analyzed in the following way. For every pair of integers (m, n) there is 
associated a unique integer m + n. We may therefore think of addition as being a brief 
description of a mapping of Z x Z into Z where the image of (m, n) E Z x Z is denoted by 
m + n. Any mapping (3 of S x S into S, where S is any non-empty set, is called a binary 
operation in S. We shall sometimes write instead of (s, t)(3 (the image of (s, t) under (3) one 
of sot, s· t, st, s + t or s x t. We stress that in all these cases the meaning of the various 
expressions sot, s· t, st, s + t and s x t is simply the image of (s, t) under the given mapping 
(3 of S x S into S. These notations suppress the binary operation (3, so there is danger of 
confusion. However, we will work with binary operations and the various notations so 
frequently that the reader will become familiar with the pitfalls. Incidentally, we read 

sot as "ess circle tee" 

s·t as "ess dot tee" or "ess times tee" 

st as "ess tee" or "ess times tee" 

s+t as "ess plus tee" 

s x t as "ess times tee". 

The notation sot is called the circle notation, the notations s· t and st are termed multi­
plicative, and the notation s + t is termed additive. We sometimes refer to s· t or st as the 
product of sand t, and s + t as the sum of sand t. The following problems will help to 
make the various notations clear. 

Problems 
1.46. Convince yourself that the following mappings are binary operations in P. 

(i) a: PxP"*P defined by a: (i, j) "* i2, where (i,j) E P. 

(ii) "': PxP"*P defined by a: (i,j)"* i+ j, where (i,j) E P. 

(iii) a: PxP""p defined by a: (i, j) .... i X j (regular multiplication of integers), where (i,j) E P. 

(iv) a: PxP""p defined by a: (i, j) .... 2i + 3j, (i, j) E P X P. 

(v) a: PxP""p defined by a: (i, j) .... i + j + 1, (i, j) E P X P. 

1.47. Which of the following are binary operations in P (throughout (i, j) E P2) ? 

(i) a: (i,j)"" i+ j (iii) a: (i,j)"* i+ j (v) a: (i,j)"" j 

(ii) a: (i, j) .... i - j (iv) a: (i, j) .... i + j + i2 

Solution: 
In (i), a is clearly a mapping from P X Pinto P. So a is a binary operation in P. (ii) and 

(iii) do not define binary operations in P because not every element in P X P has an image in P: 
e.g. in (ii), a: (1,2)"" 1 - 2 = -1 ~ P; and in (iii), a: (1,2)"" 1 + 2 = ! ~ P. (iv) and (v) define 
mappings from P X Pinto P. Hence they define binary operations in P. 
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1.48. 
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Interpret the following (abbreviated) definitions of 
arbitrary elements of Z. 

binary operations in Z, where 

(i) i 0 j = (i + j)2 

(ii) i + j = i - j - (i X j) 

Solution: 
Throughout, (i, j) E Z2. 

(i) a: (i"i) --> (i+ j)2 

(ii) a: (i, j) --> i - j - (i X j) 

(iii) i 0 j = i + j 
(iv) ij = i - i X j 

(iii) a: (i, j) --> i + j 
(iv) a: (i,j)-->i-ixj 

(v) i X j = ii 

(vi) i· j = i + 27j 

(v) a: (i,j) --> ii 

(vi) a: (i,j) --> i + 27j 

[CHAP. 1 

and j denote 

1.49. Check that the following are binary operations in the plane R2. 

(i) (x, y) 0 (x', y') = midpoint of the line joining the point (x, y) E R2 to the point (x', y') E R2 
if (x, y) # (x', y'). If (x, y) = (x', y'), define (x, y) 0 (x', y') = (x, y). 

(ii) (x, y) + (x', y') = (x + x', y + y'), where (x, y), (x', y') E R2. 

(iii) (x, y) • (x', y') = (xx', yy'), where (x, y), (x', y') E R2. 

(iv) (x, y) - (x', y') = (x - x', y - y'), where (x, y), (x', y') E R2. 

(v) (x, y) 0 (x', y') = (x + x', x'y + y'), where (x, y), (x', y') E R2. 

(Notice here how we have abbreviated the definitions of the binary operations considered.) 

Solution: 
(i) 0 is a binary operation since two points determine a unique line and each line has a unique 

midpoint. 

(ii)-(v) are binary operations because each has a unique image by virtue of the fact that addition, 
multiplication and subtraction are binary operations in R. 

1.50. Let S = {I, 2, 3} and let a and (3 be the following binary operations in S: 

a: (1,1) --> 1, (1,2) --> 1, (1,3) --> 2, (2,1) --> 2, (2,2) --> 3, (2,3) --> 3, (3,1) --> 3, (3,2) --> 2, (3,3) --> 1; 

(3: (1,1) --> 1, (1,2) --> 1, (1,3) --> 2, (2,1) --> 3, (2,2) --> 3, (2,3) --> 3, (3,1) --> 3, (3,2) --> 1, (3,3) --> 2. 

(i) Is a = (3? 

(ii) Compute ((1, l)a, 1)(3, ((1,1)(3, l)a. 

(iii) Compute ((1, 2)a, 3)a, (1, (2, 3)a)a, ((1,2)(3,3)(3, (1, (2, 3)(3)(3. 

Solution: 
(i) a # (3 for (2, l)a = 2 and (2,1)(3 = 3. 

(ii) ((1, l)a, 1)(3 = (1,1)(3 = 1; ((1,1)(3, l)a = (1, l)a = 1. 

(iii) ((1, 2)a, 3)a = (1, 3)a = 2; ((1,2)(3,3)(3 = (1,3)(3 = 2; 

(1, (2, 3)a)a = (1, 3)a = 2; (1, (2, 3)(3)(3 = (1,3)(3 = 2. 

1.51. Let S = {I, 2, 3} and let X be the set of all mappings of S into S. 

(i) Compute IXI. 
(ii) Verify that the composition 0 of mappings is a binary operation in X. 

(iii) Is a 0 (3 = (3 0 a for all elements a, (3 EX? 

Solution: 
(i) IXI = 27 (see Problem 1.30, page 15). 

(ii) The composition of mappings a: S --> Sand (3: S --> S is again a mapping of S into S. 
Therefore 71': X2 --> X, defined by (a, (3)71' = a 0 (3, (a, (3) E X2, is a binary operation. 

(iii) No. For example, if a: S --> S defined by Sa = 1 for all 8 E S, and (3: S --> S defined by 
s(3 = 2 for all s E S, are two mappings of S into S, then s(a 0 (3) = (sa)(3 = 1(3 = 2 and 
s(3 0 a = (s(3)a = 2a = 1. Hence a 0 (3 # (30 C/. 

1.52. Let Q* be the set of nonzero rational numbers. Make sense of the remark that division (denoted as 
usual by -;.-) is a binary operation in Q*. Check whether the following statements hold for all 
u, b, c E Q*. 

(i) u-;.-b = b -;.- u. (iv) If u-;.-b a -:- c, then b = c. 

(ii) (u-;.- b) -;.- c = u -;.- (b -;.- c). (v) If b-;.-u c -;.- u, then b = c. 

(iii) ((u-;.- b) -;.- c) -;.- d = u -;.- (b -;.- (c -;.- d)). 
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Solution: 
Division is a binary operation in Q*; for if w/x E Q* and y/z E Q* where w, x, y, z are 

integers, then w/x -7- y/z = wz/xy E Q*. Hence -7- is a mapping of Q* X Q'" -> Q*. 

(i) False; e.g. 2 -7- 3 # 3 -7- 2. 

(ii) False; e.g. (2 -7- 1) -7- 2 = 1 and 2 -7- (1 -7- 2) = 2 -7- -! = 4. 

(iii) False; e.g. «1 -7- 2) -7- 2) -7- 2 = k and 1 -7- (2 -7- (2 -7- 2)) = l 
(iv) True. a -7- b = a -7- c implies ac = ab and, as a # 0, c = b. 

(v) True. b -7- a = c -7- a implies ab = ca. Hence b = c, since a # O. 

1.53. Let 0 be the binary operation in R defined by a 0 b = a + b + abo Verify that: 

(i) For all a,b,cER, (aob)oc=ao(boc). 

(ii) For all a, bE R, a 0 b = boa. 

(iii) Prove that if a#-l, then aob=aoc iff b=c. 

Solution: 
(i) (aob)oc (a+b+ab)oc 

a 0 (b 0 c) = a 0 (b + c + bc) 

a + b + ab + c + (a + b + ab)c 

a + b + c + bc + ab + ac + abc 

a + b + c + bc + a(b + c + bc) 

a + b + c + bc + ab + ac + abc 

(ii) a 0 b = a + b + ab = b + a + ba = boa 

(iii) If b = c, then a 0 b = a 0 c for any a. If a 0 b = a 0 c and a # -1, then a + b + ab = 
a + c + ac. Therefore b + ab = c + ac, b(l + a) = c(l + a) and, since a # -1, b = C. 

1.54. Let 0 be the binary operation in R2 defined by (x, y) 0 (x', y') = (xx' - yy', yx' + xy'). Verify that for 
all (x,y), (x',y'), (x",y") ER2: 

(i) (x, y) 0 (x', y') = (x', y') 0 (x, y) 

(ii) «x, y) 0 (x', y')) 0 (x", y") = (x, y) 0 «x', y') 0 (x", y")) 

Solution: 
(i) (x, y) 0 (x', y') = (xx' - yy', yx' + xy') = (x'x - y'y, y'x + x'y) = (x', y') 0 (x, y) 

(ii) «x, y) 0 (x', y')) 0 (x", y") (xx' - yy', yx' + xy') 0 (x", y") 

«xx' - yy')x" - (yx' + xy')y", (yx' + xy')x" + (xx' - yY')y") 

(xx' x" - yy'x" - yx'y" - xy'y", yx'x" + xy'x" + xx'y" - yy'y") 

(x, y) 0 «x', y') 0 (x", y")) (x, y) 0 (x'x" - y'y", y'x" + y"x') 

(x(x'x" - y'y") - y(y'x" + y"x'), y(x'x" - y'y") + x(y'x" + y"x')) 

(xx'x" - xy'y" - yy'x" - yy"x', yx'x" - yy'y" + xy'x" + xy"x') 

«x, y) 0 (x', y')) 0 (x", y") 

1.55. Let 0 be the binary operation in Q defined by 

(a) a 0 b = a - b + ab, (b) a 0 b a + b + ab 
2 

Determine which of the above binary operations satisfy 

(i) (a 0 b) 0 c = a 0 (b 0 c) for all a, b, cEQ 

(ii) a 0 b = boa for all a, b E Q 

Solution: 

(c) a o b a + b 
3 

(i) (a) (a 0 b) 0 c # a 0 (b 0 c) for some a, b, cEQ; e.g. (2 0 0) 02 = (2 - 0 + 0) 02 = 2 0 2 = 
2 - 2 + 4 = 4 and 2 0 (0 0 2) = 2 0 (0 - 2 + 0) = 2 0 -2 = 2 - (-2) - 4 = O. 

(b) (aob)oc # ao(boc) for some a, b, cEQ; e.g. (1 0 0) 00 -!00 =1. and 1 0 (0 0 0) 4 
1 0 0 = -!. 

(c) (a 0 b) 0 c # a 0 (b 0 c) for some a, b, cEQ; e.g. (1 0 0) 00 too 1 and 10 (0 0 0) 
"9 

100 = !. 
(ii) (a) aob#boa since 100 = 1 and 001=-l. 

(b) aob a + b + ab b + a + ba 
boa = 2 2 

(c) aob a+b b+a boa 
3 3 
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b. The multiplication table 

So far we have introduced a number of definitions and notations and familiarized our­
selves with them. The object of this section is to introduce a "table" as a convenient way 
of either defining a binary operation in a finite set S or tabulating the effect of a binary 
operation in a set S. To explain this procedure, suppose S = {1, 2, 3} and let p. be the binary 
operation in S defined by 

p.: (1,1) -> 1, (1,2) -> 1, (1,3) -> 2, (2,1) -> 2, (2,2) -> 3, 

(2,3) -> 3, (3, 1) -> 1, (3,2) -> 3, (3,3) -> 2 

Then a table which sums up this description of p. is 

123 

1 1 1 2 

2 2 3 3 

3 1 3 2 

We put the number (2, 3)p. = 3 in the square that is the intersection of the row facing 
2 (on the left) and the column below 3 (on the top). More generally, in the (i, j)th square, 
i.e. the intersection of the ith row (the row labelled or faced by i) and the jth column (the 
column labelled by j), we put (i, j)p.. 

A table of this kind is termed a multiplication table because it looks like the usual multi­
plication tables. One often calls p. a multiplication in S. Thus when we talk about a 
multiplication /L in a set S, we mean that p. is a binary operation in S. 

There is a reverse procedure to the one described above. For example, suppose we start 
out with a table 

1 2 3 

1 1 1 2 

2 2 3 3 

3 1 3 2 

Then there is a natural way of associating with this table a binary operation p. in {1, 2, 3}. 
We simply define (i, j)p. to be the entry in the (i, j)th place in the table. For example, 

(1,1)p. = 1, (2,3)p. = 3, (3,2)p.= 3 

We shall usually define multiplications in a finite set by means of such tables. 

Problems 

1.56.' Write down the multiplication tables for the following binary operations in 8 == {1, 2, 3}. 

(i) "': (1,1) --> 2, (1,2) --> 3, (1,3) --> 1, (2,1) -> 3, (2,2) -> 1, (2,3) --> 2, (3,1) --> 1, (3,2) --> 2, (3,3) --> 3. 

(ii) f3: 8 2 --> 8 defined by (i, j)f3 == 1 for all (i, j) E 8 2 • 

(iii) y: (1,1) --> 1, (2,2) --> 1, (3,3) --> 1, (1,3) --> 2, (3,1) --> 2, (2,3) --> 1, (3,2) --> 1, (2,1) --> 3, (1,2) --> 3. 

Solution: 

1 2 3 1 2 3 1 2 3 

1 2 3 1 1 1 1 1 1 1 3 2 

(i) 2 3 1 2 (ii) 2 1 1 1 (iii) 2 3 1 1 

3 1 2 3 3 1 1 1 3 2 1 1 
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1.57. Does the following table define a binary operation in {I, 2, 3}? In {1, 2, 3, 4}? 

1 2 3 

1 1 3 4 

2 2 1 3 

3 1 3 2 

Solution: 
The table does not give a binary operation in {I, 2, 3} since (1,3) --. 4 fl: {I, 2, 3}. The table 

also does not define a binary operation in {I, 2, 3, 4}, because (1,4), (2,4), (3,4), etc., have no images. 

1.58. Write down explicitly the binary operations in {I, 2, 3, 4} defined by the following tables. 

1 2 3 4 1 2 3 4 1 2 3 4 

1 1 2 3 4 1 1 2 3 4 1 1 1 1 1 

2 2 3 4 1 2 2 4 1 3 2 2 2 2 2 

3 3 4 1 2 3 3 1 4 2 3 3 3 3 3 

4 4 1 2 3 4 4 3 2 1 4 4 4 4 4 

(i) (ii) (iii) 

Solution: 
(i) (1, j) --. j (j = 1,2,3,4); (j, 1) -> j (j = 2,3,4); (2,2) -> 3; (2,3) -> 4; (3,2) -> 4; (3,3) -> 1; 

(3,4) --> 2; (4,3) -> 2; (4,4) --> 3; (4,2) -> 1; (2,4) -> 1. 

(ii) (1, j) -> j (j = 1,2,3,4); (j,l) -> j (j = 2,3,4); (2,2) --. 4; (2,3) --> 1; (3,2) -> 1; (3,3) --> 4; 
(3,4) --> 2; (4,3) -> 2; (2,4) -> 3; (4,2) -> 3; (4,4) -> 1. 

(iii) (i, j) -> i (i = 1,2,3,4 and j = 1,2,3,4). 

1.59. Rewrite the three binary operations in Problem 1.58, using 

(a) circle notation, i.e. write (i, j)f3 as i 0 j, 

(b) additive notation, i.e. write (i, j)f3 as i + j, 
(e) multiplicative notation, i.e. write (i, j)f3 as i· j. 

Solution: 
(a) Problem 1.58(i): 10 j = j (j = 1,2,3,4); j 0 1 = j (j = 1,2,3,4); 202 = 3; 2 0 3 = 3 0 2 = 4; 

303 = 1; 3 0 4 = 4 0 3 = 2; 404 = 3; 4 0 2 = 2 0 4 = 1. 

Problem 1.58(ii): 1 0 j = j (j = 1,2,3,4); j 01 = j (j = 2,3,4); 202 = 4; 2 0 3 = 3 0 2 = 1; 
3 0 3 = 4; 304 = 4 0 3 = 2; 204 = 4 0 2 = 3; 404 = 1. 

Problem 1.58(iii): i 0 j = i (i = 1,2,3,4 and j = 1,2,3,4). 

(b) Problem 1.58(i): 1 + j = j (j = 1,2,3,4); j + 1 = j (j = 1,2,3,4); 2 + 2 = 3; 2 + 3 = 3 + 2 = 4; 
3 + 3 = 1; 3 + 4 = 4 + 3 = 2; 4 + 4 = 3; 4 + 2 = 2 + 4 = 1. 

Problem 1.58(ii): 1 + j = j and j + 1 = j (j = 1,2,3,4); 2 + 2 = 4; 2 + 3 = 3 + 2 = 1; 
3 + 3 = 4; 3 + 4 = 4 + 3 = 2; 2 + 4 = 4 + 2 = 3; 4 + 4 = 1. 

Problem 1.58(iii): i + j = i (i = 1,2,3,4 and j = 1,2,3,4). 

(e) Problem 1.58(i): 1· j = j and j'1 = j (j = 1,2,3,4); 2·2 ::: 3; 2' 3 = 3' 2 = 4; 3· 3 = 1; 
3' 4 = 4·3 = 2; 4' 4 = 3; 4·2 = 2' 4 = 1. 

Problem 1.58(ii): l' j = j and j. 1 = j (j = 1,2,3,4); 2· 2 = 4; 2· 3 = 3·2 = 1; 3' 3 = 4; 
3·4 = 4' 3 = 2; 2·4 = 4' 2 = 3; 4' 4 = 1. 

Problem 1.58(iii): i' j = i (i = 1,2,3,4 and j = 1,2,3,4). 
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A look back at Chapter 1 

We began with a few remarks about sets. We then introduced the idea of cartesian 
products. This led to the idea of an equivalence relation on a set. Then the notion of a 
mapping was defined, followed by the definition of a binary operation. 

In this book we are mainly concerned with binary operations in sets. At this stage 
the reader may wonder what one could possibly say about binary operations in a set. 
Without some specialization we can say very little. In Chapter 2 we begin to place re­
strictions on binary operations. 

Supplementary Problems 
SETS 

1.60. The sets S;(i:=1,2, ... ,n) are such that SiCSi+1 (i:=1,2, ... ,n-1). Find SlnS2n···nSn and 
Sl uS2u··· USn-

1.61. Let E:= {n I n E Z and n even}, 0:= {n I n E Z and n odd}, T:= {n I n E Z and n divisible by 
3}, and F:= {n I n E Z and n divisible by 4}. Find (i) En T, (ii) Eu T, (iii) TnFnEnO, (iv) TUF, 
(v) OnF, (vi) On T. 

1.62. Given A = {-3, -2, -1, 0, {1, 2, 3,}} and B {-3, -1, {1,3}}. Find AuB and AnB. 

1.63. Prove Sn(TuU):= (SnT)u(SnU). 

1.64. Let A:= {-5,-4,-3, ... ,3,4,5}, B:= {-4,-2,0,2,4}, C:= {-5,-3,-1,1,3,5}, D:= {-4,4}, 
E := {-3, -2, -1, O}, F := O. Which. if any, of these sets take the place of X if (i) X - C := 0, 
(ii) XnB:=C, (iii) XCC but X is not a subset of A, (iv) XCB and X is not a subset of E, 
(v) XnCcA, (vi) Xu(BnD):= A? 

1.65. Prove Sc T if and only if (TnC)uS:= Tn(CuS) for every set C. 

'::ARTESIAN PRODUCTS 

1.66. Prove S X (TuW) := (S X T)u(S X W) for any sets S, T and W. 

1.67. Let P be the set of positive integers and S:= P2. Show that E = {p I p := ((r, s), (t, w)) E S2 and 
r + w := S + t} is an equivalence relation on S. Find the E-class determined by (4,7). 

1.68. Find the equivalence relation, E, on Z: (i) if the equivalence classes of E are {n I n:= 4q for 
q E Z}, {n I n:= 1 + 4q for q E Z}, {n I n := 2 + 4q for q E Z}, and {n I n:= 3 + 4q for q E Z}; 
(ii) if every equivalence class consists of a single integer; (iii) if the equivalence classes are 
{q, -q} for each q E Z. 

1.69. If E and F are equivalence relations on S, is (i) EnF, (ii) EuF an equivalence relation on S? 

1.70. What is wrong with the following argument: E is a non-empty subset of S2 which has the symmetric 
and transitive properties. If (a, b) E E, then by the symmetric property, (b, a) E E. But by the 
transitive property, (a, b) E E and (b, a) E E implies (a, a) E E. Therefore E is also reflexive. 

1.71. (a) If P is the set of positive integers, show that E:= {(a, b) I (a, b) E p2 and a divides b} is 
reflexive and transitive but not symmetric. 

(b) Find an example of a subset E of p2 which is both symmetric and transitive but not reflexive. 

(c) Find an example of a subset E of p2 which is reflexive and symmetric but not transitive. 
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MAPPINGS 

1.72. Show that the following define mappings of Z into Z. 

{X/~XI if x=o Ixl is the absolute value of x, i.e. Ixl {-= 
if x""o 

(i) a: X -> 
if x~o if x<O 

{(_OI)r 
if Ixl = ° or 1 

(ii) {3: x -> 
if Ixl ~ ° or 1, and r is the number of distinct primes dividing x 

n if x<o 
(iii) y: x --> if x=o 

if x>O 

(iv) 8: x -> sin2 x + cos2 X 

1.73. Which of the mappings a, (3, y, I) of the preceding problem are equal? 

1.74. Find subsets S(~ 0) and T(~ 0) of the real numbers R such that the mappings (i) a: x -> cos x, 
(ii) {3: x -> sin x, and (iii) y: x -> tan x are one-to-one mappings of S onto T. Do a, {3, y define 
mappings of R into R? 

1.75. Let E = {n I n E P and n even}. Define a: E -> E by na = n for all nEE, and {3: E -> E 
by n{3 = 2n for all nEE. Find an infinite number of mappings a', {3' of Pinto P such that 
a~E = a and {3(E = {3. 

1.76. Suppose a is a mapping of a set S into a set T and, for any subset W of S, Wa = {t I t E T and 
t = 8a for some 8 E W}. If A and B are any subsets of S, show: (i) (A uB)a = AauBa; 
(ii) (A n B)a C; Aa n Ba; and (iii) A C; B implies Aa C; Ba. 

1.77. Let S be a subset of a set T, and a: T -> W. Prove: (i) a one-to-one implies a
lS 

is one-to-one; 
(ii) a

lS 
onto implies a is onto. 

COMPOSITION OF MAPPINGS 

1.78. Suppose a: S -> T is onto and {3: T -> U is onto. Show a 0 {3 is an onto mapping. 

1.79. Given a: S -> T is one-to-one and {3: T --> U is one-to-one. Prove a 0 {3 is one-to-one. 

1.80. (i) a: x -> sin (X2), (ii) {3: x -> sin (sin (x)), and (iii) y: x -> yl - x2 define mappings of non-empty 
subsets of the real numbers R into R. First, find an appropriate subset in each case. Secondly, 
write a, {3 and y as the composition of two mappings, giving in each case the domain and codomain 
of each mapping defined. 

BINARY OPERATIONS 

1.81. Let S be a set and d the set of all subsets of S, i.e. d 
union define binary operations on d. 

{A I A C; S}. Show that intersection and 

1.82. How many different binary operations can be defined on a set of 3 elements? 

1.83. Consider the set, F, of mappings Ii (i = 1,2, ... ,6) of R - {O, I} into R defined for each x E R - {O, I} 
1 x-I 1 x 

by: 11 :x->x; 12:x->-I--; la:x->--; 14 :x->-; I s :x->--I; 16 :x->l-x. Show that -x x x x-
composition of mappings is a binary operation on F and write a multiplication table for the operation. 



Chapter 2 

Groupoids 

Preview of Chapter 2 

In this chapter we define a set G together with a fixed binary operation 0 to be a groupoid. 
As we remarked at the end of Chapter 1, there is little one can say about binary operations 
without making restrictions. 

The first restriction is tllat of associativity. A groupoid with set G and operation 0 is 
said to be associative if glo (gz 0 ga) = (gi 0 g2) 0 ga for all gl, g2, ga in G. Such a groupoid is 
called a semigroup. In order of increasing specialization we have the concepts of groupoid, 
semigroup, and group. 

To define a group we need the concepts of identity and inverse. Hence we discuss these 
ideas. 

We introduce the semigroup Mx of mappings of X into X. The importance of Mx is 
that, but for the names of the elements, each semi group is contained in some Mx. 

Two other important concepts we deal with are homomorphism and isomorphism. 
Homomorphism is a more general concept than isomorphism. There is an isomorphism 
between two groupoids if they are essentially the same but for the names of their elements. 

2.1 GROUPOIDS 

a. Definition of a groupoid 

Consider the set Z of integers. Z has two binary operations, addition (+) and multi­
plication (x). The set Z is one thing, a binary operation in Z is another; the two together 
constitute a groupoid. Repeating this definition in general terms. 

Definition: A groupoid is a pair (G, p,) consisting of a non-empty set G, called the carrier, 
and a binary operation p, in G. 

We shall mostly use a multiplicative notation when dealing with groupoids. Thus we 
write g' h or simply gh for (g, h)p" g, h E G. This notation has been used in Chapter 1 
in our consideration of binary operation. As an example, let G = {I, 2, 3} and let p, be the 
binary operation in G defined by the following table. 

1 2 3 

1 1 3 2 

2 2 1 1 

3 3 2 3 

Then the pair (G, p,) is a groupoid. Suppose we use multiplicative notation' ; then 

1 . 1 = 1, 1· 2 = 3, 2· 2 = 1, 3· 2 = 2, etc. 

26 
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These products look bizarre unless we recall that the notation employed is a shorthand 
version of 

(1,1)/.L = 1, (1,2),u = 3, (2,2)" = 1, (3,2),u = 2, etc. 

If we use the expression "the groupoid G," where G is a set, it is understood that we 
have already been given a binary operation I' in G, and that we have been talking about 
the groupoid (G, ,u). 

Suppose now that (G,,u) is a groupoid. If we use the circle notation for ,u, i.e. we write 
goh instead of (g,h),u, we shall sometimes write (G,o) to refer to the groupoid (G,,u). Sim­
ilarly we write (G, e), (G, +), (G, x) if we employ g" h, g + h, g x h respectively for (g, h)p.o 

Example I: 

Example 2: 

Example 3: 

Example 4: 

Let G == {1,2} and let /1 be the binary operation in G defined as follows: 

(1,1)/1 == 1, (1,2)/1 == 2, (2,1)/1 == 1, (2,2)/1 = 2 

If we use the circle notation, we have 

101 = 1, 1 0 2 == 2, 201 = 1, 2 0 2 == 2 

The pair (G, /1) or (G,o) is then a groupoid. 

Let 8 be the set of all mappings of {I, 2, 3} into {I, 2, 3}. Then (8,0) is a groupoid, 
where 0 is interpreted as the usual composition of mappings. The composition 
makes sense, for if ", {3 E 8, then 

,,: {I, 2, 3} ~ {I, 2, 3} and f!: {I, 2, 3} ~ {I, 2, 3} 

Therefore" 0 {3, the composition of " and {3, is defined by a", 0 {3 == (a",){3, a E {I, 2, 3}, 
and is once again a mapping of {I, 2, 3} into itself. (8,0) is indeed a groupoid. 

Let 0 be the binary operation in Q, the rational numbers, defined by a 0 b == a + 
b + abo Then (Q,o) is a groupoid, because for every pair of rational numbers 
a and b, a 0 b defines a unique rational number a + b + abo 

Let R2 be the plane. Further, let there be a cartesian coordinate system in R2 and 
let C be the disc of radius 1 with center at the point (2,0) of the coordinate system. 
Consider the region R2 - C, the unshaded area in the diagram. We term any path 
beginning and ending at 0, which does not meet any point of C (i.e. it is entirely in 
R2 - C), a loop in R2 - C. By a path we mean any line which can be traced out by 
a pencil without raising the point from the paper. For example, 1 and mare 
loops in R2 - C. Let L be the set of all such loops in R2 - C. Then there is a 
natural binary operation in L which we denote by "; thus if 11,12 E L, then 11

0 12 
is the loop obtained by first tracing out 11, followed by tracing 12• This type of 
groupoid (L,o) is of considerable importance in modern topology. 
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Example 5: 
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Let F be the set of all mappings of R, the real numbers, into R. Consider two 
elements a, {3 E F. We define the mapping a + (3: R --. R by a(a + (3) = aa + a{3, 
a E R. a + {3 is clearly a unique mapping of R into R and hence is an element in F. 
Therefore + is a binary operation in F and (F, +) is a groupoid. Notice that (F, +) 
is not the groupoid with F as the carrier and the composition of mappings as the 
binary operation. 

Problems 

2.1. Are the following groupoids? 

(i) (8,0) where 8 = {1, 2, 3, 4} and i 0 j = 1 for i and j elements of 8. 

(ii) (Z, -), the set of integers with the usual subtraction of integers as binary operation. 

(iii) (P, -), the set of positive integers with the usual subtraction as binary operation. 

(iv) (Q, +), the set of rational numbers with the usual binary operation of division. 

(v) (Z, +), the set of integers with the usual binary operation of division. 

Solution: 
(i) (8,0) is a groupoid since 0 is clearly a binary operation in 8. 

(ii) (Z, -) is a groupoid; for if a, b E Z, then a - b is a unique element of Z. 

(iii) (P, -) is not a groupoid since a - b fl P for all a, bE P. Therefore 
operation in P. 

is not a binary 

(iv) (Q, +) is not a groupoid because a + 0 is not defined for any a E Q and hence + is not a binary 
operation in Q. 

(v) (Z, +) is not a groupoid since a + b fl Z for all a, bE Z, e.g. 2 + 3 fl Z. Therefore division 
is not a binary operation in Z. 

2.2. Is (Z,o) a groupoid if 0 is defined as (i) a o b = v'a+ b, (ii) a o b = (a + b)2, (iii) a o b = a- b - ab, 
(iv) a 0 b = 0, (v) a 0 b = a? 

Solution: 
All but (i) define a binary operation in Z. Therefore (Z,o) is a groupoid in (ii) through (v). 

The multiplication 0 in (i) does not define a binary operation in Z since v' a + b is not always an 
integer. 

2.3. Let 8 be any non-empty set and T the set of all subsets of 8. Are (T, n) and (T, u) groupoids? 

Solution: 
Both intersection n and union U are binary operations on T, for the intersection or union of 

two subsets of 8 is again a unique subset of 8. Thus (T, n) and (T, u) are groupo ids. 

h. Equality of groupoids 

Two groupoids are equal if and only if they have the same carriers and the same binary 
operation. Remember, a binary operation was defined as a mapping and two mappings 
are equal if and only if they have the same domain and codomain, and the image of each 
element is the same under both mappings. Thus the groupoids described in Examples 1-5 
are all different. 

Problems 

2.4. Are any two of the groupoids in Problems 2.1-2.3 equal? 

Solution: No. 

2.5. Which of the following pairs define equal groupoids? 

(i) (Z, +) and (Z, 1'), where (a, b)/L = a + b. 

(ii) (Z, -) and (Z, 0), where a 0 b = a-b. 

(iii) (Z,o) where a 0 b = a for all a and b in Z, and (Z, x) where a X b = b for all a and b in Z. 

Solution: 
The groupoids in (i) are clearly the same. So too are the groupoids in (ii). In (iii) (Z,o) is not 

the same as (Z, X); for if a#- b, a 0 b #- a X b. 
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2.2 COMMUTATIVE AND ASSOCIATIVE GROUPOIDS 

Definition of commutative and associative groupoids 

Let (Z, +) be the groupoid of integers under the usual operation of addition. Then 

a+b b+a 

and (a+b)+c a + (b + c) 

for all a, b, c E Z. 

Similarly if (Z,·) is the groupoid of integers under multiplication, 

a' b b· a 

and (a'b)'c a • (b' c) 

for all a, b, c E Z. 

The analog of (2.1) and (2.3) in an arbitrary groupoid (G,o) is 

aob=boa 

for all a, bEG. Similarly the analog of (2.2) and (2.4) III (G,o) is 

(aob)oc = ao(boc) 

(2.1) 

(2.2) 

(2.3) 

(2.4) 

(2.5) 

(2.6) 

for all a, b, c E G. We term a groupoid satisfying (2.5) commutative or abelian, and a 
groupoid satisfying (2.6) associative or a semigroup. Thus a semigroup is an associative 
groupoid. Of course it is not clear that there are non-commutative groupoids, i.e. groupoids 
which are definitely not commutative, and similarly it is not clear that there are non­
associative groupoids. We settle the issue now. Let G = {1,2} and let 0 be the following 
binary operation in G: 

1 2 

1 !tTl 
2~ 

Then (G,o) is a groupoid. Observe that 102 = 1 but 201 = 2, so G is not commutative. 
Furthermore, (2 0 1) 02 = 202 = 1 but 20 (1 0 2) = (2 0 1) = 2, so G is also non-associative, 
i.e. G is not a semigroup. 

For the most part we shall use the multiplicative notation for a groupoid (G, fL) and 
simply talk about the groupoid G. If the groupoid is commutative we will use the additive 
notation instead of the multiplicative notation, since we are accustomed to addition as a 
commutative binary operation, e.g. in the integers. 

The o'rder of a groupoid (G, fL) is the number of elements in G and is denoted by IGI; 
(G, fL) is infinite if IGI is infinite, and finite if IGI is finite. 

Problems 

2.6. Which of the groupoids in Examples 1, 2, 3 and 5 are commutative and which are associative? 

Solution: 
The groupoid of Example 1 is not commutative, since 102 = 2 and 201 = 1, but is associative. 

To show (G, 0) is associative we must examine the following 8 cases: 

(a) 1 0 (1 0 1) = 1 0 1 = 1, (1 01) 0 1 = 1 0 1 = 1 (e) 2 0 (2 0 1) = 201 = 1, (2 0 2) 01 = 2 0 1 = 1 

(b) 2 0 (1 01) = 201 = 1, (2 0 1) 0 1 = 1 01 = 1 (I) 2 0 (1 02) = 2 02 = 2, (2 0 1) 02 = 1 0 2 = 2 

(c) 1 0 (2 0 1) = 101 = 1, (1 02) 01 = 2 0 1 = 1 (g) 1 0 (2 0 2) = 1 02 = 2, (1 02) 02 = 2 0 2 = 2 

(d) 1 0 (1 02) = 1 02 = 2, (1 01) 02 = 1 02 = 2 (h) 20 (2 0 2) = 2 02 = 2, (2 0 2) 02 = 2 02 = 2 
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The groupoid of Example 2 is not commutative: for if a is defined by 1a = 1, 2a = 3 and 3a = 2, 
and f3 is defined by 1f3 = 2, 2f3 = 1 and 3f3 = 1, then 1a 0 f3 = (la)f3 = 1f3 = 2, 1f3 0 a = (lf3)a = 
2a = 3. Hence a 0 f3 ¥ f3 0 a. Since the binary composition of mappings is an associative binary 
operation (Problem 1.41, page 18), (8,0) is an associative groupoid. 

The groupoid in Example 3 is both commutative and associative. a 0 b = a + b + ab = b + a + 
ba = boa, since addition and multiplication are commutative binary operations in Q. Also, 
a 0 (b 0 c) = a 0 (b + e + be) = (a -!- (b + c + be)) + alb + c + be) = a + b + e + be + ab + ae + abc and 
(a 0 b) 0 e = (a + b + ab) 0 e = a + b + ab + c -I- (a + b + able = a + b + ab + e + ae + be + abc. 
U sing the associative and commutative properties of addition and multiplication in the rationals, 
we see ao(boe) = (aob)oe. 

In Example 5 the groupoid (F, +) is commutative because a(a + (3) = aa + af3 = af3 + aa = 
a(f3 + a), a, f3 E F and a E R (here we use the fact that a", af3 E R and addition is a commutative 
binary operation in R). (F, +) is also a semigroup, for a«" + (3) + y) = ala + (3) + ay = aa + 
(af3 + ay) = a" + a(f3 + y) = a(cr + (f3 + y)) (here we use the associativity of addition in R). 

2.7. Construct an example of a commutative groupoid of order 3. 

Solution: 

Let 8 = {a, b, e} and the binary operation 0 be defined by the multiplication table 

(8,0) is clearly a commutative groupoid. 

2.8. Show that the set Q* of nonzero rational numbers with binary operation the usual division of 
rational numbers, is a groupoid. Is it commutative? Is it associative? 

Solution: 

If a d e tIt f Q'" th a e ad. . It' Q* b an d are any wo e emen SO"', en b + d = be IS a umque e emen m 

(~ ¥ 0 since a, b, e, d ¥ 0). Therefore division is a binary operation in Q*. However, division 

is neither commutative (e.g. t + i = 2 ¥ t· = i + t) nor associative (e.g. t + (1 + 1) = 
t + ! = i ¥ 6 = (t + i) + i)· 

2.9. Which of the groupoids in Examples 1-3, 5 and in Problems 2.7 and 2.8 are finite? 

Solution: 
The groupoid of Example 1 is clearly finite of order 3. 

In Example 2 the set 8 of all mappings of {1, 2, 3} into itself contains 27 elements, and so 
is finite. 

In Example 3, (Q,o) is not finite as there are an infinite number of rational numbers. 

In Example 5 the set F is infinite. To show that F is not finite we construct an infinite number 
of mappings of R into R as follows. Let Pi: R -> R (i = 1,2,3, ... ) be defined by rpi = r for all 
r ¥ i E Rand iPi = O. Clearly Pi = Pj iff i = j. Therefore we have found an infinite number of 
different elements in F. Notice the Pi are not all the elements of F. 

In Problem 2.7 the groupoid has only three elements and is therefore finite. 

In Problem 2.8, since there is an infinite number of nonzero rational numbers, Q* is not finite. 

2.3 IDENTITIES AND INVERSES IN GROUPOIDS 

a. The identity of a groupoid 
Let G be a groupoid written mUltiplicatively. An element e in G is called an identity 

element of G if 
eg ge g 
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for every g E G. For example in the multiplicative groupoid Z of integers, 1 is an identity 
element. A less natural example is the groupoid {I, 2, 3} with multiplication table given by 

1 2 3 

1 2 3 1 

2 3 1 2 

3 1 2 3 

The element 3 is an identity element of G since 

3 . 1 = 1 = 1 . 3, 3· 2 = 2 = 2 . 3, 3' 3 = 3 = 3· 3 

One might ask whether or not a groupoid can have more than one identity element. 
The following theorem settles this question. 

Theorem 2.1: If a groupoid G has an identity element, it has precisely one identity 
element. In other words if e and e' are identity elements of G, then e = e'. 

Proof: Since e is an identity element of G, ee' = e'. But e' is also an identity element 
of G. Hence ee' = e and so e = e'. 

It is instructive to reformulate the proof of Theorem 2.1 in a different notation. Thus 
we revert to the notation (G, p,) and instead of the multiplicative notation gh we write 
(g, h)p,. Suppose e and e' are identity elements. Then as e is an identity element, (e, e')p, = e'. 
But e' is also an identity element. Hence (e, e')p, = e; and because the image of any element 
under the mapping is unique, e = e'. 

Problem 
2.10. Which of the following groupoids have identity elements? 

(i) The groupoid (Z, +) under the usual operation of addition. 

(ii) The groupoid of nonzero rational numbers under division. 

(iii) The groupoid of complex numbers under multiplication. 

(iv) The groupoid of all mappings of {I, 2, 3, 4} into itself under the composition of mappings. 

(v) The groupoid with carrier {1,2} and multiplication table 

(a) 

Solution: 

1 2 

1[2J!J 
2~ 

(b) 

1 2 

1~ 
2~ 

(e) 

1 2 

:8:Hj 
(i) (Z, +) has the identity element 0, since 0 + z = z + 0 = z for all z E Z. 

1 2 

(d) :8!E 
(ii) If this groupoid had an identity element e, then e +- q = q for all q in the groupoid. In 

particular, e +- e = e and so e = 1. But 1 +- 2 = 1/2 oF 2. Hence there is no identity element. 

(iii) Recall that a complex number is any number of the form a + bi where a, b E Rand 
i = R. 1 + Oi is the identity element of this groupoid, since (a + bi)(1 + Ot) = a + Oai + 
Obi2 + bi = a + bi = (1 + Oi)(a + bi). 

(iv) The identity mapping " defined by j, = j, j E {1, 2, 3, 4}, is the identity element of the group­
oid since j(u 0 ,) = (ju), = ju = (j,)u = j(, 0 u). 

(v) Only (d) has an identity element, namely 1. 

b. Inverses in a groupoid 

If we use multiplicative notation for groupoids, we shall for the most part reserve the 
symbol 1 for the identity element. 
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In the multiplicative groupoid of nonzero rational numbers, one talks about inverses; 
for example, t is the inverse of 2, the determining factor being 2 X t = 1 = t x 2. In gen­
eral if G is any groupoid with an identity 1, we term h an inverse of g (h, g E G) if 

gh = 1 = hg 

Clearly if h is an inverse of g, then g is an inverse of h. Examples follow. 

Example 6: 

Example 7: 

Let G = {a, b, e} be the groupoid with multiplication table 

a b e 

a a b e 

b b e a 

e e a b 

Then a is the identity element of G, as inspection of the table shows. Furthermore, 
be = a = eb and aa = a = aa, so that e is an inverse of b, b is an inverse of e, 
and a is its own inverse. a, band e have no other inverses. 

Let G be the groupoid of mappings of {I, 2, 3} into itself. Then the identity mapping 
L defined by jL = j (j = 1,2,3) is the identity element of the groupoid (see Prob­
lem 2.10(iv». Now let U E G be defined by lu = 2, 2u = 3, 3u = 1. Then 7" E G, 
defined by IT = 3, 27" = 1, 37" = 2, is an inverse of u because 

lu 0 7" = (lu)7" = 27" = 1, 2rr 0 T = (2U)T = 37" = 2, 3u 0 7" = (3u)7" = IT = 3 

which implies U7" = L. Similarly, 7"U = L. 

Unlike identities, inverses in groupoids are not always unique. For example, let 
G = {I, 2, 3, 4} be the groupoid with multiplication table 

1 

2 

3 

4 

1 

1 

2 

3 

4 

2 

2 

1 

1 

2 

3 4 

3 4 

1 1 

1 4 

3 4 

Here 1 is the identity element in G. Moreover, 2·2 = 1 = 2·2 and 2·3 = 1 = 3·2; thus 
2 has two inverses, 2 and 3. Notice that in this groupoid, 4 is not an inverse of 2 even 
though 2·4 = 1. The definition of an inverse requires both 2·4 and 4·2 to equal 1. 

Problems 
2.11. Consider the groupoids in Problem 2.10 which have identity elements. What elements in each of 

the groupoids have inverses? 

Solution: 
(i) Any integer z has an additive inverse, namely -z; for z + (-z) = 0 = (-z) + z. 

(iii) All nonzero elements in the groupoid of complex numbers under multiplication have inverses; 
i.e. if a + bi (a and b not both zero) is any element in the groupoid, then 

1 (1 )(a-bi) 
a + bi = a + bi a - bi 

a - bi a b. 
a2 + b2 = a2 + b2 - a2 + b2 ~ 

is an element in the groupoid and a ~ bi (a + bi) = 1 = (a + bi) a ~ bi. (0 + Oil has no in­

verse, since (0 + Oi)(a + bi) = (0 + Oil. 
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(iv) Only mappings T which are one-to-one and onto have inverses. Say T is a one-to-one mapping 
of {I, 2, 3, 4} onto itself, defined by h = a, 2T = b, 3T = C and 4T = d, where a, b, c, dare 
the elements of {I, 2, 3, 4}. We define the mapping u which will be an inverse of T, by au = 1, 
bu = 2, CU = 3 and du = 4. u is a mapping of {I, 2, 3, 4} onto {I, 2, 3, 4}, [:ince {a, b, c, d} = 
{I, 2, 3, 4}. IT ° U = (IT)u = au = 1, 2T ° U = bu = 2, 3T ° U = CU = 3, and 4T ° u = du = 4. Hence 
TOU = t. We must also show UOT = t. Now aUOT = IT = a, bUoT = 2T = b, CUOT = 3T = C, 
du ° T = 4T = d. As {a, b, c, d} is {I, 2, 3, 4}, u ° T = t. If T is not one-to-one then there are at 
least two elements, a and b (a # b) in {I, 2, 3, 4} which are mapped onto the same element, 
c, by T, i.e. aT = C and bT = C. Now if u is an inverse of T, then arT ° u) = a and b(T ° u) = b 
or (aT)u = CU = a and (bT)U = CU = b; thus CU = a and cu = b. But under a mapping 
each element has a unique image. Hence we have a contradiction. So T has no inverse. 

(v) Both 1 and 2 have inverses since l' 1 = 1 = 1 • 1 and 2·2 = 1 = 2' 2. 

2.12. Find the identity of the groupoid (Q,o) where a ° b 
What elements have inverses? 

a + b + ab (see Example 3, page 27). 

Solution: 
o is the identity of (Q,o), since 0 ° a = 0 + a + Oa = a and a ° 0 = a + 0 + Oa = a. To find 

an inverse for an element a E Q, we must find an x E Q such that a ° x = 0 = x ° a. Now 
a ° x = a + x + ax, so that x must satisfy the equation a + x + ax = O. If a = -1, we obtain 
-1 + x - x = -1 = 0; thus if a = -1, there is no x such that aox = O. If a # -1, the equa-

tion a + x + ax = 0 can be solved, giving x = - 1 ~ a; thus a ° 1 ~aa = O. Since (Q,o) is 

commutative, 1 ~aa ° a = 0 so that 1 ~aa is an inverse of a. Hence all elements of Q, except -1, 

have inverses. 

2.13. Find the identity of the groupoid (F, +) in Example 5 and show that every element has an inverse. 

Solution: 
The mapping w: R --> R defined by rw = 0 for all r E R, is the identity of (F, +). For 

a(a + w) = aa + aw = aa + 0 = aa = 0 + aa = aw + aa = a(w + a) for all a E R implies a + w = a = 
w + a. If f3 is an inverse of a, then a + f3 = wand a(a + (3) = aw for all a E R. But a(a + (3) = 
aa + af3 and aw = O. Thus aa + af3 = 0 or -(aa) = af3. Consequently if f3 is an inverse of a, 
the image of a E RundeI' f3 must be the negative of the image of a under a. We therefore define 
an inverse f3 for the mapping a by af3 = -(aa), a E R. f3 is a mapping of R into R, since -(aa) is 
a unique element of R. Furthermore, a(a + (3) = aa + af3 = aa + (-(aa)) = 0 = aw implies 
a + f3 = w. (F, +) is a commutative groupoid. Hence a + f3 = w = f3 + a and f3 is an inverse of a. 

2.4 SEMIGROUPS WITH AN IDENTITY ELEMENT 

a. Uniqueness of inverses 
Suppose G is a groupoid with an identity 1 and suppose h is the inverse of g: gh = 1 = hg. 

It is tempting to employ the notation used when dealing with real numbers and write g-l 
for an inverse of g. The trouble with this notation is that in a groupoid an element may 
have more than one inverse, as we have already seen in Section 2.3b. However, the 
associative law on a groupoid prohibits this as we see from 

Theorem 2.2: Let G be a semigroup with an identity element 1. If g E G has an inverse, 
it has precisely one; i.e. if hand h' are inverses of g, then h = h'. 

Proof: h = h1 (since h1 = h for all h E G) 

= h(gh') (gh' = 1, since h' is an inverse of g) 

= (hg)h' (by associativity) 

= 1h' (hg = 1, since h is an inverse of g) 

= h' 
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Theorem 2.2 entitles us to denote the inverse of an element g in a semigroup, written 
multiplicatively, by g-l. Note that if g and h have inverses, then gh has an inverse, namely 
h-1g-1. (Notice the reversed order.) For, 

(gh)(h-lg-l) = ((gh)h-1)g-1 = (g(hh-l))g-l = (gl)g-l = gg-l = 1 

Similarly, (h-lg-l)(gh) = 1. 

Problems 

2.14. Let G = {I, 2, 3, 4}. The binary operations on G given by the following tables make G into a 
groupoid. 

1 2 3 4 1 2 3 4 1 2 3 4 

1 1 2 3 4 1 1 2 3 4 1 1 1 1 1 

2 2 4 2 4 2 2 1 4 3 2 2 2 2 2 
(a) (b) (e) 

3 3 2 1 4 3 3 4 1 2 3 3 3 3 3 

4 4 4 4 4 4 4 2 3 1 4 4 4 4 4 

Which of the groupo ids are semigroups? Which have an identity? Which elements have inverses? 

Solution: 
(a) In order to see that in this case G is a semigroup, we must check associativity, i.e. we must 

show a(be) = (ab)e for every a, b, e E G. Notice that when either a, b or e is 1, a(be) is 
clearly equal to (ab)e; e.g. if e = 1, (ab)1 = ab = a(bl). Since 4g = 4 = g4 for any g E G, 
then (ab)e = 4 = a(be) if either a, b or e is 4. Therefore we need only check the products when 
a, band e have values 2 or 3. If two of the three elements a, b, e are equal to 2 and the other 
is equal to 2 or 3, then (ab)e = 4 = a(be) because 2· 2 = 4 and 2· 3 = 2 = 3' 2. The follow­
ing calculations take care of the remaining cases: 

3(3 • 3) = 3 • 1 = 3 = 1 • 3 = (3' 3)3 

2(3 • 3) = 2 • 1 = 2 = 2 • 3 = (2 • 3)3 

3(2 • 3) = 3 • 2 = 2 = 2 • 3 = (3' 2)3 

3(3 • 2) = 3 • 2 = 2 = (1 • 2) = (3 • 3)2 

1 is the identity element of G. The only elements which have inverses are 1 and 3; these inverses 
are unique. 

(b) The associative law does not hold, since 4(2' 3) = 4· 4 = 1 and (4·2)3 = 2· 3 = 4. 1 is the 
identity, and 1,2,3 and 4 have inverses. Notice that the inverses are unique even though G is 
not a semigroup. 

(c) G is a semigroup. Associativity follows from the fact that ab = a for all a, bEG; hence 
(ab)e = a = a(be) for any a, b, e in G. G has no identity element; therefore no element has an 
inverse. 

2.15. Let G be the groupoid with carrier Q, the set of rational numbers, and binary operation 0 defined by 
a 0 b = a + b - abo Is the groupoid (Q, 0) a semigroup? Is there an identity element in (Q,o)? Which 
elements of the groupoid have inverses? 

Solution: 
Notice a + b - ab is a unique rational number, so that (Q,o) is a groupoid. Now if a, b, care 

any elements in (Q,o), 

(aob)oe 

and 

(a + b - ab) 0 e = a + b - ab + e - (a + b - able 

a + b + e - ab - ae - be + abc 

ao(b+e-be) = a+b+e-be-a(b+e-be) 

a + b + e - be - ab - ae + abc 

Hence (Q,o) is a semigroup. The identity of (Q,o) is 0 since a 0 0 = a + 0 - aO = a and 0 0 a = 
0+ a - Oa = a. Using an analysis similar to that in Problem 2.12, we find that for a # 1 the 

inverse of a is a ~ 1 and that a = 1 has no inverse. To check that a ~ 1 is the inverse of a, 
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a 
a O -­

a-I a + a 
a -- 1 

( a) a --
\ a-I 

a + -a(a-l) 
a-I 
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o 

a 
Similarly, a_loa = O. 

2.16. Let G be the groupoid with carrier Q and binary operation 0 defined by a 0 b = a - b + abo Is the 
groupoid (Q,o) a semigroup? Is there an identity element in (Q,o)? Which elements of the groupoid 
have inverses? 

Solution: 
(Q,o) is clearly a groupoid. 

ao(boe) a o (b - e + be) a - (b - c + be) + a(b - e + be) a - b + e - be + ab - ae + abc 

and 

(a 0 b) 0 e = (a - b + ab) 0 e = a - b + ab - e + (a - b + able = a - b + ab - e + ae - be + abc 

These two expressions are not the same for all values of a, band e. For example, (0 0 0) 0 1 = 
0 0 1 = -1 while 0 0 (0 0 1) = 0 0 -1 = 1. Hence (Q,o) is not a semigroup. Furthermore, (Q,o) 
has no identity element; for if e were an identity, then col = 1 and eo 0 = 0, since 1,0 E Q. 
But eo 1 = e - 1 + e = 1 implies 2c = 2 or c = 1, and 0 = eo 0 = e - 0 + 0 implies e = O. 
This is clearly impossible. Therefore (Q,o) has no identity element. 

2.17. If Q is replaced by Z, the integers, as the carrier for the groupoids in Problem 2.15, are the solutions 
the same? (Hard.) 

Solution: 
(Z,o) with ° defined as in Problem 2.15 is a semi group with an identity, since the argu­

ment for the associativity depended only upon the associativity and commutativity of addition 
and multiplication in Q. These laws also hold in Z. The same is true for the proof that 0 is the 

a 
identity of (Z,o). However, the inverse of an element a(# 1) E Z would be a-I E Z. Our problem 

then is: for which integers a # 1 is ~1 an integer? 
a-

a 
Let a-I = r, an integer. Then a = 1'(a -- 1). Clearly r = 1 is impossible. (a) Assume first 

that a> 1. Then r must be positive, and so l' '" 2. Hence a"" 2(a - 1) and thus 0 "" a - 2. 

Therefore a = 2. If a = 2, then -~-1 = 2 is an integer. (b) Now assume a "" O. If a = 0, then 
0.-

~1 = 0 is an integer. If a < 0, r must be positive and"" 2. Then a = ria - 1) "" 2(a - 1) and 
a-
o "" a - 2, which is impossible. Thus 0 and 2 are the only elements with inverses. 

2.18. Let G be the mappings of P, the positive integers, into P. Determine whether G is a semigroup 
with an identity element if the binary operation in P is (i) the composition of mappings, (ii) the 
addition of mappings, where" + (3 is defined by a(" + (3) = a" + a(3, a, (3 E G and a E P. 

Solution: 
(i) The composition of mappings is an associative binary operation (see Problem 1.41, Page 18). 

Then G with the binary operation of composition of mappings is a semigroup. The mapping 
• defined by j o. = j for all j E P is the identity of G; for if T E G, then j(. ° T) = (j.)T = 
jT = (jr). = j(T ° .). 

(ii) In Problem 2.6 we showed that the addition of mappings in the set F of all mappings of R 
into R is an associative binary operation. The argument here is similar. Thus G is a semigroup. 

If " were an identity element in G and if (3 E G, then ,,+ (3 = (3. Thus if j E P, then 
j(" + (3) = jet + j(3 = j(3; hence jet = O. But "E G, ,,: P --> P and, since 0 ~ P, this is a 
contradiction. Thus (G, +) has no identity. (Compare with Problem 2.13.) 

2.19. Let a, b, e be three elements in a semigroup which have inverses. Prove that a(bc) has an inverse 
and that this inverse is (c- 1 b-1 )a- 1• 

Solution: 
We need only verify that 

{a(bc)}{(c- 1 b- 1)a- 1} = a{(bc)[(c- 1 b- 1)a- 1]} = a{[(bc)(c- 1 b- 1)Ja- 1} = a{la- 1} = aa- 1 = 1 

and similarly that {(c- 1 b- 1)a- 1}{a(bc)} = 1 to prove the result. Note our use of the associative law. 
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b. The semigroup of mappings of a set into itself 

A particularly important semi group is the set Mx of all mappings of a given non-empty 
set X into itself, where the binary operation is composition of mappings. We repeat the 
definition of the composition of mappings in this special case. Suppose fl: X ~ X and 
y: X ~ X, i.e. fl, y E Mx. We define fl 0 y to be the mapping of X into X given by 

X(fl 0 y) = (Xfl)y for all x EX 

It is clear that 0 is a binary operation in Mx. We shall use the multiplicative notation fl' y, 
or simply fly, instead of fl 0 y. We now show Mx is a semigroup with an identity. 

Theorem 2.3: If X is any non-empty set, Mx is a semigroup with an identity element. 

Proof: We begin by proving Mx is a semigroup. Let ft, y, p E Mx and let x EX. 
Then using the definition of composition of mappings, 

Since x is any element of X, (fly)P and fl(yP) have the same effect on every element of X. 
Thus (fly)P = fl(yP)' and so Mx is a semigroup. 

To show that Mx has an identity element, let t: X ~ X be defined by Xt = x for all 
x EX. Then if fl E Mx , 

X(tfl) = (Xt)fl = Xfl = (Xfl)t = X(flt) 

Thus tfl = fl = flt for all fl E Mx; hence t is an identity element of Mx. The proof of the 
theorem is complete. 

Not every element in Mx necessarily has an inverse. For example, if X = {I, 2, 3} and 
u E Mx is defined by lu = 1, 2u = 1, 3u = 1, then u has no inverse; for if uy = t, we have 
1 = It = l(uy) = (luh = ly and 2 = 2t = 2(uy) = (2uh = ly, so that 1 would have two dis­
tinct images under y, which contradicts the assumption that y is a mapping. The subset of 
Mx consisting of all those elements which have inverses is very important. We characterize 
these elements in the following theorem. 

Theorem 2.4: An element in Mx has an inverse if and only if it is one-to-one and onto. 

Proof: Suppose fl has an inverse y; then fl is onto. For if x E X, then x = Xt = x( Yfl) = 
(Xy)fl and Xy E X is a pre image of x. Moreover, fl is one-to-one. For if Xfl = Yfl, then 

Therefore, since y is a mapping, Xfl = Yfl implies x = Y; in other words, fl is one-to-one. 

To prove the converse, we assume fl is one-to-one and onto. Define y, which will be 
shown to be an inverse of fl, as follows: if x E X, we define Xy = Y where Y is that element 
of X which is the preimage of x under fl. To check that the definition of y is meaningful, 

. observe that as fl is onto there certainly is at least one element Y E X such that Yfl = x. 
But fl is one-to-one, i.e. distinct elements have distinct images. So Y is the unique element 
such that Yfl = x. To conclude we show y is the inverse of fl. Let x E X and Xfl = y. 
Then X(fly) = (xflh = Yy = x by the definition of y, and so flY = t. 

Since fl is onto, each x E X must have a preimage fi E X, i.e. fifl = x. Then 

X(yfl) = (fifl)(yfl) = ((Yflh)fl = (Y(fly))fl = (Yt)fl = fifl = x 

and so Yfl = t. Thus y is the inverse of fl and the proof of Theorem 2.4 is complete. 
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c. Notation for a mapping 

When X is finite, say X = {aI, ... ,an }, there is a convenient way of denoting any 
u E M x, namely 

That is, we place below each element ai of X (i = 1,2, ... , n) its image under u; e.g. if 
X = {1, 2, 3} and IT E X is defined by lIT = 1, 2IT = 1 and 3IT = 2, then IT is represented by 

(~ .~ :) 
Notice that every element of X has a unique image under an element u in Mx; therefore the 

top row (al a2 a3 ... an) will contain all the elements of X and under each element will 

appear its unique image under IT. All elements of X need not appear in the bottom row, 
as we see from the example above. 

Problems 

2.20. (a) Write the element (1 in Mx , X = {I, 2, 3, 4, 5, 6}, in the notation introduced above, when (1 is 
defined by 

(i) 1(1 = 1, 2(1 = 4, 3(1 = 5, 4(1 = 6, 5(1 = 2, 6(1 = 6 

(ii) 1(1 = 1, 2(1 = 1, 3(1 = 1, 4(1 = 1, 5(1 = 1, 6(1 = 1 

(iii) 1(1 = 6, 2(1 = 5, 3(1 = 4, 4(1 = 3, 5(1 = 2, 6(1 = 1 

(b) What elements of M x , X = {a, b, c, d, e}, are represented by the following? 

(; b c d :) (: b 
(i) 

d 
(ii) 

a c e 

Solution: 

(a) 

(b) 

(i) (~ 2 3 4 5 !) G 4 5 6 2 
(ii) 

The mappings defined by 

(i) a --+ b, b --+ a, c --+ c, d --+ d, e --+ e 

(ii) a --+ a, b --+ e, C --+ d, d --+ C, e --+ b 

(iii) a --+ e, b --+ a, C --+ c, d --+ b, e --+ a 

c d :) (; b c d :) d 
(iii) 

b c a c 

2 3 4 5 :) (~ 
2 3 

1 1 1 1 
(iii) 

5 4 

4 

3 

2.21. Exhibit all elements of Mx when (i) X = {I}, (ii) X = {I, 2}, (iii) X = {aI' az}. 

Solution: 
(i) There is only one element in M{l} ,namely L: 1 --+ 1, the identity mapping. 

5 

~) 2 

(ii) The following are the elements of M{l, 2}: G ~), G ~ ), G ~), G ~). 
(iii) 

2.22. Write out the multiplication tables of the three semigroups in Problem 2.21(i) and (ii). 

(i) LO 
l'S L -- (11 22)' (ii) The identity of M{l, 2} 
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2.23. 

[CHAP. 2 

C 2\ '1 }\ 2\ 
Let Ul \ 

°2 Hr;d (T:, Then the mUltiplication table is 1)' ., 
;2 2/ 

(f, U;; 

"1 "1 <7 , 
a (11 

u a;~ 0'1 
L _____ -'-

The mUltiplication is calculated as follows. Sinn' 1 is the identity, 1 leaves every element of 
M{1,2} unchanged; hence the ficst row and first column are easily written down. Since jO'I = 1, 

j = 1,2, and if u E M, 1 ,", then k(UUl) = (ku)ul = 1; thus 0'0'1 = Ul' Hence the second column 
consists of Ul' ' '-, 

Similarly UU3 = U:l, so the last eoiumn consists of U:l' We must still calculate 0'1U2' U20'2 

and 0'3U2' Now each element of {1, 21 is taken to 1 by Ul' and 1 is taken to 2 by U2, so UIU2 

takes every element to 2; herce (TIU" 0':1' Now lU2u2 = (luz)u2 20'2 = 1 and 20'2U2 = 
(2u2)U2 = luz = 2; hence <TZU:! - 1. If j E : 1,2], then j<Ta = 2 and so jU3u2 = 20'2 = 1. Thus 
U30'Z = 0'1' 

Let X = {1,2, .. . ,n} ancl a E ill>;. 8hm\" that a 

the representation of <T given on pa!,'c :~7. y iz. 
and only once. 

Solution: 

1 

]" 

has ., 

;2" 

an inverse if and only if the bottom row in 

contains every element of X once 
'I} \ 
lIa) , 

By Theorem 2.4, if a has an inverse Own u is one-to-one and onto. Hence {1u, 20', 30', ... , nO'} = 
{1,2, ... , n} and the bottom I'UW of I I ~ ." 11 \J contains all elements of X once and only 

'\ 1(7 £...(7 .,. }lIT / 

once. Conversely if the bottom row of the l'cpn'scntation has all the elements of X once and only 
once, then each element in X has a IJlli·.juC imag'o under a, namely the entry under that particular 
element. Therefore a is one-to-one. a is also onto. for if j E X it must be one of the elements in 
the bottom row and j is thpn an inwge of till' clement of X appearing above it in the representation. 
As 0' is a one-to-one and onto mapping it has. by Theol'E'm 2.4, an inverse. 

2.24. List all elements of Mll . 2 } which have inverses. 

Solution: 
Problem 2.23 shows us that we must find all representations of elements of M{LZ} with bottom 

row containing 1 and 2. Using the result of ?l'oblem 2.21(ii), we have (~ ~) and (~ ~) as the 

only elements of Mp ,2} which have inverses. In the notation of Problem 2.22, , and 0'2 are the only 

elements which have inverses. 

2.25. List all elements of M{l, 2. 3} which have inverses. 

2.26. 

Solution: 
The possible representations of elements of Mil. 2. 3) which have inverses are 

C 2 !) (1 2 !) G 2 !) 0'1 = 
2 

Jz --
\ 1 3 

0'3 
1 

0'4 = G 2 

~) <T5 = G 2 !) G 2 :) 3 1 
as 

2 

What are the inverses of the elements in Problem 2.25? 

Solution: 
Theorem 2.4 explains how to find the inverse of a mapping which is one-to-one and onto. For 

example, to find the inverse of aa, we note 0':] takes 1 -> 2. Hence u- l : 2 ---? 1. u3: 3 ---? 3, hence 
3 

0'-1: 3 ---? 3. 
3 

US-I = 0'6' 

But then O'a is its own inverse. Similarly a;-l = al, u;l = a2, 0'.;1 = u5, US-I = u4. 
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2.27. Prove that the subset of elements of Mx which have inverses is a semigroup with identity under 
the usual compositions of mappings. 

Solution: 

Let 8 be the elements of Mx which have inverses. Is 0, the usual composition of mappings, a 
binary operation in 8? In other words, is (a, (3) --> a 0 f3 a mapping of 8 X 8 --> 8? If a 0 f3 E 8, 
the answer is yes. So we ask: if a, f3 have inverses, does a 0 f3? Note that (a 0 (3) 0 (f3- 1 0 a-I) = 
a O (f3of3-l)oa- l = aOloa- l = I. Hence a O f3 has the inverse f3- lo a- l . As 1 is its own inverse, 
1 E 8. As Mx satisfies the associative law, so does 8. Hence 8 is a semigroup. 

d. The order in a product 

There is one way in which the associative law makes it easier to work in a semigroup 
than in a non-associative groupoid. Suppose S is a semigroup and let aI, az, a3 E S. There 
are two ways in which one can multiply aI, a2 and a3 together (in this order): (ala2)a3 and 
al(a2a3). The point of the associative law is that these products coincide. Suppose now 
aI, az, a3, a4 E S. Then we can multiply aI, az, a3, a4 together (in this order) in the following 
five ways: 

It is conceivable that some of these products give rise to different elements of S. However, 
the associative law, which of course involves products of only three elements, prohibits this. 
To see this consider first (alaZ)(a3a4). By the associative law, (ala2)(a3a4) = al(a2(a3~)); 
hence the second product coincides with the first. In fact all of the products equal the 
first. As a second illustration consider ((ala2)a3)~. Here we have, as desired, 

In general, we have 

Theorem 2.5: Let S be a semigroup and let aI, a2, ... , an E S. Then any two products of 
aI, az, ... , an coincide, when the al appears first in each product, az sec-
ond, ... , and an last. 

Proof: Assume the contrary, that not all possible products of aI, ... , an in that order 
are equal. We may assume that n is the first integer for which two different products give 
rise to different elements. Let x and y be these two different products. N ow x = uv and 
y = UlVl for some u, v and some Ul, VI. Suppose U is the product of the elements aI, ... , ar 

and v the product of the elements ar+l, ... , an, while Ul is the product of aI, ... , as and VI 

is the product of as+l, ... , an. Without loss of generality we may suppose that s ~ r. If 
s = r then U = Ul and v = VI, since n is the first integer for which there exist two unequal 
products of the same elements. If s < r, then U = (al .. . as)(as+l ... ar) while VI = 
(as+l ... ar)(ar+l ... an). Hence x = uv = {(al ... as)(as+l ... ar)}(ar+l .. . an) while y = UlVl = 
(al .. . as){(aS+l ... ar)(ar+l .. . an)}. By the associative law for the three elements (al ... as), 
(as+l ... ar) and (ar+l .. . an), we have x = y, contradicting the assumption that not all 
possible products are equal. Hence the result follows. 

It follows from Theorem 2.5 that in a semigroup, if we are given the order of a product, 
the bracketing is immaterial. Thus we write simply alaZ ... an, without brackets, for the 
product of aI, az, ... , an in this order. For example, if m is any positive integer, we write 
a' a' ...• a for the product of m a's; a useful abbreviation for such a product is am. If n 
is a second positive integer, then am. an = am+n since am. an is simply the product of m + n 
a's. Similarly, (am)n = amn• 
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For example, if S = {I, 2, 3} is the semigroup with binary operation given by the 
following table, then 13 = 3, 23 = 3, 33 = 3. 

1 2 3 

1 2 3 1 

2 3 1 2 

3 1 2 3 

2.5 HOMOMORPHISMS OF GROUPOIDS AND CAYLEY'S THEOREM 

a. Definition of a homomorphism 

Before we give the formal definition of a homomorphism of one groupoid into another, 
we will give an example. Let (R,·) be the groupoid of positive real numbers with the binary 
operation of ordinary multiplication. Let (R, +) be the groupoid of real numbers with 
binary operation the usual addition inside R. Let us define a mapping 0: R ~ R by 
xO = loglOx. Recall that loglO(xy) = loglOx + loglOY; hence (xY)O = xO + yO. 0 is an 
example of a homomorphism. The formal definition is 

Definition: A homomorphism from a groupoid (G, a) into a groupoid (H, (3) is a mapping 
o : G ~ H which satisfies the condition 

((gl, g2)a)O = (g10, g20)(3 

Usually groupoids are written in multiplicative notation. The definition then takes the 
form: A homomorphism of (G,·) into (H,·) is a mapping 0: G ~ H such that 

(g1g2)O = g10g20 (2.7) 

for all g1, g2 in G. (2.7) is often expressed as: "0 preserves multiplication." 

Problems 

2.28. Let G be the semigroup of integers under the usual addition of integers and let H be the semigroup 
of even integers under the usual addition. Verify that the mapping 8: G --> H defined by 
8 : 0 --> 20 for all 0 EGis a homomorphism of G into H. 

Solution: 
First we must check to see if 8 is a mapping. Since 20 is a unique integer, 8 is clearly a 

mapping. Let 01> 02 E G. Then U18 + U28 = 201 + 202 = 2(U1 + 02) = (01 + 02)8. Therefore 8 
preserves multiplication and is a homomorphism. 

2.29. Let G be the semigroup of integers under the usual multiplication of integers, and let H be the 
semigroup of even integers under the usual multiplication. Is CT: G --> H defined by CT: U --> 20 
for all U EGa homomorphism of G into H? 

Solution: 
As in the preceding problem, CT is a mapping. But CT is not a homomorphism; for if U1> U2 E G, 

then (01U2)CT = 201U2 and U1CT02CT = 201202 = 40102. Hence (0102)CT # (U1CT)(02CT) for all 01' U2 E G. 

2.30. Let (G, +) and (H, +) be the semigroups of Problem 2.28. Find a homomorphism of (G, +) into 
(H, +) which is not equal to 8. 

Solution: 
Define 'Tn: G --> H by 'Tn: 0 --> no where n is a fixed even integer. 'Tn is a mapping of G into H, 

since no E H for any even integer n and no is unique. For each n, 'Tn is a homomorphism because 
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Ul' U2 E G implies (Ul + U2)Tn = n(Ul + U2) = nUl + nU2 = UITn + U2Tw Tn ¥= 9, since 19 ¥= h n if 
n ¥= 2. Therefore there is an infinite number of different homomorphisms between (G, +) and (H, +). 
Notice Tn is an onto mapping if n = 2, because any element in H is of the form 2q, q an integer, 
and qT2 = 2q. But when n ¥= 2, Tn is not onto since 2 has no pre image under T. For if qTn = 2, 
q E G, then nq = 2 or q = 2/n (if n ¥= 0) and 2/n e: G. 

2.31. Let G and H be as in Problem 2.28. Verify that the mapping u: G ... H defined by u: U ... U2, for 
all U E G, is not a homomorphism. 

Solution: 

Let Ul, U2 E G. Then (Ul + 02)U = (Ul + U2)2 = ui + U; + 2UIU2 and Ulu + U2u 
Hence u is not a homomorphism for (Ul + U2)U ¥= UIU + U2U for all Ul' U2 E G. 

ur + U~. 

2.32. Is the mapping u of G into H, G and H as in Problem 2.28, defined by Uu = 0 for all U E G, a 
homomorphism? 

Solution: 

If Ul' U2 E G, then (Ul + U2)U = 0 and Ulu + U?JI = 0 + 0 = o. Hence u is a homomorphism. 

2.33. Let G be the semigroup of positive integers P under the usual addition, and let H be the semi group 
of positive integers P under the usual multiplication. Show that the mapping 'T/: G ... H defined by 
U'T/ = 2g for all U EGis a homomorphism. 

Solution: 
'T/ is clearly a mapping. Let U1> U2 E G. Then (Ul + u2h = 2 g

, + g2 = 29
'2

g2 = Ul'T/U2'T/. Hence 'T/ is 
a homomorphism. 

2.34. Let G = ({1, 2, 3}, a) and H = ({a, b, e}, f3) be the groupoids with binary operations a and f3 defined 
by the multiplication tables 

1 2 3 a b e 

1 1 2 3 a e a b 

a: 2 2 3 1 f3: b b b a 

3 3 1 2 e e a b 

Which of the following mappings are homomorphisms? 

(a) 1 ... a, 2 ... b, 3'" e (d) 1 ... b, 2 ... e, 3'" e 

(b) 1 ... a, 2'" a, 3'" a (e) 1 ... b, 2 ... b, 3'" b 

(e) 1 ..... a, 2 ... b, 3 ..... b (I) 1'" e, 2'" a, 3 ... b 

Solution: 
We use u to indicate the mapping in each case. 

(a) 1u2u = ab = a and (1' 2)u = 2u = b. u is not a homomorphism. (b) 1u2u = aa = e and 
(1, 2)u = 2u = a. u is not a homomorphism. (e) 1u2u = ab = a and (1' 2)u = b. u is not a homo­
morphism. (d) 1u3u = be = a and (1' 3)u = 3u = e. u is not a homomorphism. (e) u is a homomor­
phism since the image of 1, 2 and 3 is b, so that (ij)u = b for any i, j E {1, 2, 3}, and iuju = bb = b. 
(I) 1u2u = ea = e and (1' 2)u = 2u = a. u is not a homomorphism. 

2.35. Let G be the semigroup of positive integers under the usual addition. Determine which mappings 
of G into G are homomorphisms: 

(i) u: n ..... 2n + 1, (ii) u: n ..... 2n2, (iii) u: n'" 1. 

Solution: 
(i) (nl + n 2)u = 2(nl + n2) + 1 and nlC1 + n2u = 2nl + 1 + 2n2 + 1 = 2(nl + n2) + 2. Hence 

(nl + n 2)u ¥= nlu + n2u, and so u is not a homomorphism. 

(1·1·) ( +) 2( +)2 2 2 2 22Th + nl n2 u = n 1 n2 = 2nl + 2n2 + 4nln2. nlu + n2u = 2nl + n2. en nlu n2u ¥= 
(n1 + n2)u, and so u is not a homomorphism. 

(iii) (nl + n2)u = 1. nlu + n?JI = 1 + 1 = 2. Thus nlu + n2u ¥= (nl + n2)u and hence u is not a 
homomorphism. 
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b. Epimorphism, monomorphism, and isomorphism 
Three special types of homomorphism arise naturally. 

1. A homomorphism of groupoid G into groupoid H may be an onto mapping. 

2. A homomorphism of a groupoid G into a groupoid H may be a one-to-one mapping. 

3. A homomorphism of a groupoid G into a groupoid H may be both onto and one-to-one. 

We give these three types of homomorphisms special names. 

Definition: Let () be a homomorphism of a groupoid G into a groupoid H. Then 

1. () is called an epimorphism if () maps the carrier of G onto the carrier of 
H, i.e. G() = H. (See Section 1.3a, page 12, for the definition of G().) 

2. () is called a monomorphism if () is a one-to-one mapping of the carrier of 
G into the carrier of H. 

3. () is called a isomorphism if () is both an epimorphism and a monomorphism, 
i.e. () is one-to-one and onto. 

If there is an isomorphism from groupoid G onto the groupoid H, then we say G and 
H are isomorphic, or G is isomorphic to H, and write G "'" H. 

Problems 
2.36. Let G be the groupoid of integers with addition as binary operation, and H the even integers with 

addition as the binary operation. Let Tn for n an even integer be the homomorphism (Problem 2.30) 
defined by UTn = nu, for U E G. When is Tn an isomorphism, monomorphism or epimorphism? 

Solution: 
If n =F 0, Tn is one-to-one since UTn = U'Tn implies nu = nu' and so U = U'. TO is not one-to­

one, so it is not a monomorphism. If Tn is onto, there exists U E G such that UTn = nu = 2. Then 
U = 2/n and n = ±2. Hence T±2 are the only epimorphisms. Thus T±2 are isomorphisms and Tn 
is a monomorphism when n =F O. 

2.37. G and H are finite groupoids and IGI =F !HI. Show that G cannot be isomorphic to H. 

Solution: 
Let I): G -> H be an isomorphism and let Ul' ... , Un be the (distinct) elements of G. Then 

Ull), U21), ... , Unl) are distinct (since I) is one-to-one) and are all the elements of H (since I) is onto). 
Hence IHI = n, which contradicts IGI =F IHI. Thus there exists no isomorphism I): G -> H. 

2.38. Prove that if G, H, K are groupoids, then: (i) G "" G; (ii) if G "" H, then H "" G; (iii) if G "" H 
and H "" K, then G "" K. In other words" """ is an equivalence relation. (Hard.) 

Solution: 
(i) Let L: G -> G be the mapping defined by UL = U for all U E G. L is a one-to-one epimorphism. 

Hence it is an isomorphism, and so G "" G. 

(ii) Let '" = G -> H be an isomorphism. Then we define a mapping /3: H -> G as follows: Let 
h E H. As '" is one-to-one and onto, there exists a unique U E G such that U'" = h. Put 
h/3 = U· Note that h/3'" = h. 

Now /3 is onto G, for if U E G, u'" = hE Hand h/3 = U by definition. Also /3 is one-to­
one; for if h l /3 = h2/3, then h l/3", = h2/3'" and so hl = h2• 

Finally /3 is a homomorphism. Let hl' h2 E H. Suppose Ul'" = hl' U2'" = h2• Then 
h l/3 = Ul, h2/3 = U2· Note that (U1U2)'" = UlaU2'" = h lh2• Hence (h l h2)/3 = U1U2 = h l /3h2/3· 

(iii) Let "': G -> Hand /3: H -> K be isomorphisms. Let Y = a/3. We shall prove that y is an 
isomorphism. First, y: G -> K. Secondly, y is onto; because if k E K, there exists h E H 
such that h/3 = k, and there exists U E G such that U'" = h, so U(",f3) = h/3 = k. Next y 
is one-to-one; for if UlY = U2Y, (Ul",)/3 = (U2",)/3, and as /3 is one-to-one, Ul'" = U2"', which 
implies, since '" is one-to-one, Ul = U2. Finally, we must show that y is a homomorphism. 
(U1U2)y = ((U1U2)",)/3 = (Ul"'U2",)/3 = (Ul",)/3(U2",)/3 = Ul(",f3)U2(",/3) = U1YU2Y. Hence G == K. 
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2.39. (a) Is the semigroup of integers llllder the usual addition i~.omol'phic to the mUltiplicative groupoid 
of nonzero real numbers'! (Hint· Tiw integers eWe! the l'pals are not equipotent.) 

(b) Is the groupoid of nonz('I'O rational llumbf'l'S under division isomorphic to the groupoid of 
nonzero rational nunlbcrs uncle)' nnlltiplicatidl1? 

(c) Is the semigroup of integers under the Lislla] addition isomorphic to the semigroup of rational 
numbers under the usual wldition'! in!);!: SilOW that under any homomorphism 0 of the 
integers under addition intI) the l'ntion:tl~. llJ;titl' ,liliitinf1, 1'6 "'. r(Io).) 

Solution: 
(a) No. Because if the integers were isomoI'[lhi,' to the Teals, the isomorphism between them would 

constitute a matching and henee the n'::Js and the; '1t('ge1'3 would be equipotent. 

(b) Let "': (Q*, -7-) -+ (Q';',') be a homomorphism h"twcen the nonzero rationals under division and 
the nonzero rationals under multiplil'atiOlL ~()V: 1 -c= 1 ,- 1. Thus 1", = (1 -7-1)", = 1", ·1", and 
so 1", = ±l. Now ±1 = 1(, - - i2·" 2}() 2,,2,) alHl so :2" == ±l. Similarly, 3" = ±l. Hence" 
is not one-to-one. In partieulnT, n is "O~i ,m isomorphism. Thus there is no isomorphism 
between the two groupoids. 

(c) Let 0: (Z, +) --' (Q, +) be any homomorphi';ll!. Let Iii ~c q. We shall show by induction on 
rthat ro=rq for all TEN. Now q cc lR-·(O-1-1)1I-=Oo+lo=00+q and so 00=0. Sup­
pose ro = rq for r = II. Consider T --- 'II ~- L (1' -1- 1)0 = nB + 10 = nq + q = (n + l)q. Hence 
rO = rq for all r E N, by induction. If 1" EO Z and l' is negative, then -r E N. Then since 
0= (r + -1")0 = 1"(j + (-1')0 =- Fe + (--r)q, )"(j = rq, Hence rO = 1"q for all 1" E Z. 

If q = 0, 0 is not onto. If q ~- IIi/ii, wiLh ?n,n illtegers and m,n # 0, then 1/2n E Q. 
Has 1/2n a pre-image? If 1" wen, an integer such that 1"0 = 1/2n, then 1"q = 1!2n and so 
1" = 1/2m. But 1/2m is not an int2ger. Thus 0 is not an epimorphism and there is no 
isomorphism. 

2.40. Let (Z,o) be the groupoid with bimlry operation 0 defined by 

(1 0 Ii ,= (J '- Ii -i- ali 

and let (Z, *) be the groupoid with binary operation * defined by 

(1 .' b = (1 + b --- ali 
Is (Z, 0) ~ (Z, *)? 

Solution: 
Let u: (Z, 0)-> (Z, *) be defined by (1u ccc --a for a E Z. u is clearly a mapping. (a 0 b)u = 

(a + b + ab)u = -(a + b + ab) and (1(J * bu = ---a . . ,. --b ,cc (--a) + (-b) - (-a)(-b) = -(a + b + ab). 
Hence u is a homomorphism. u is onto, for if a E (Z, *), then -a E (Z,o) and (-a)u = a. Now 
au = bu implies -a = -b and (1 = li. Therefore a is one-to-one and (Z, 0) ~ (Z, *). 

2.41. Is M{1} ~ M{I,2}? Is M{l,~} :::::: M:l,~.:l) ? 

Solution: 

IM{!} I = 1 and !M:l.~} i = 4 (see Problem 2.21, page 87). Therefore, by Problem 2.37, M{!} 

cannot be isomorphic to .M; 1. 2:' From Problem 2.25, the subset of elements in M{l, 2, 3) which have 

inverses has 6 elements. Thus 121'1: 1. 2: I is less then the order of M{l. 2. 3)' and so M{l,2} is not iso­
morphic to M{l.2,:lJ' 

2.42. Give an example of two groupoids of order two whieh are not isomorphic. 

Solution: a b 

a taB (1 a 

(J. a b 

c d 

c icTdl 
d~ 

These two groupoids are not isomorphic, since there are only two one-to-one mappings, namely 
0: a --' c, b --' d and "': a --. d, b --> c. Now {/ is not an isomorphism, for (ab)o = ao = c while 
aobo = cd = d. '" is not an isomorphism, for (aa)", = af = d while a",a", = dd = c. 

2.43. Prove that the mapping 0: a + ib --' a - ib is an isomorphism from the groupoid C of complex 
numbers under addition with itself. 
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Solution: 
o is onto; for if x E C, x = a + ib. Now (a + i(-b))o = a + ib = x. Also 0 is one-to-one, since 

(a j + ibj)o = (az + ib 2 )0 implies aj - ib j = a2 - ib2 and hence aj = a2 and bj = b2. 

Finally 0 is a homomorphism, for 

[raj + ib j) + (a2 + ib2)]0 = (a j + a2) - i(b j + b2) = (aj + ibj)o + (a2 + ib2)o 

2.44. Is the homomorphism 0 of the groupoid C of complex numbers under the usual multiplication of 
complex numbers to the groupoid of real numbers under the usual multiplication defined by 

0: a+ib --> la+ibl = +ya2 +b2 

an epimorphism or monomorphism? 

Solution: 
It is well known that if Xj, X2 are two complex numbers, then IXjX21 = IXjllx21. The calcula­

tions are 
y(a2 + b2 )(a2 + b2 ) 

j j 2 2 

v' (aja2 - bj bz)2 + (b ja2 + bZaj)2 

'a\a2 - b jb2 + i(b ja2 + b2aj)1 

i(aj + ibj)(az + ibz)1 

Then (XjX2)0 = xjOX20 and so 0 is a homomorphism. On the other hand (a + ib)1I = (-a - ib)lI, 
so II is not one-to-one. Finally 0 is not onto, for it is always the case that Ixl ~ 0, and thus there 
exists no x such that xo = -1. 

2.45. Let (P,') be the groupoid P under the usual multiplication of positive integers and (R, +) the group­
oid R under the usual addition of real numbers. Is the mapping II of (P,') into (R, +) defined by 
II: a --> logjO a an epimorphism, monomorphism or isomorphism? 

Solution: 
As in Section 2.5a, II is a homomorphism. If all = bll, then logjO a = IOgio b and hence a = b. 

Thus II is a monomorphism. Since 0 = loglo 1 < loglo 2 < 10giO 3 < "', there is no integer such 
that loglO x = -1. Hence II is not onto. Therefore II is a monomorphism but not an epimorphism 
nor an isomorphism. 

c. Properties of epimorphisms 

We will show in this section that if 0 is an epimorphism from the groupoid G to the 
groupoid H, then H shares some of the properties of G. 

Theorem 2.6: Let 0 be an epimorphism from the groupoid G to the groupoid H. Then 

(a) if G is a groupoid with an identity 1, so is Hand 1() is the identity of 
H. Furthermore if f is an inverse of g in G, then (() is an inverse of 
gO in H. 

Proof: 

(b) if G is commutative, so is H. 

(c) if G is a semigroup, so is H. 

(a) Let hE H. We shall prove 1() is the identity of H, i.e. h·1() = h = 1(). h. As 0 is 
an epimorphism, 0 is onto and we can find an element g in G such that gO = h. Then 

and 

gO·1() 

1(). gO 

(g·l)() 

(1' g)O 

gO 

gO 

h 

h 

Thus 10 is the identity of Hand H is a groupoid with an identity. 
Now suppose g E G has an inverse f. Then gf = 1 = fg. Therefore 

gO' {() = (gf)O = 10 = (fg)O = {(). gO 

which means {() is the inverse of gO in H. 
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(b) Suppose G is commutative. We show H is commutative. To this end let h, h' E H. 
Because () is onto, we can find g,g' E G for which g() = hand g'() = h'. Hence 

hh' = g(). g'() = (g. g')() = (g'. g)() = g'(). g() = h'h 

and so H is commutative as claimed. 

(c) To show H is a semigroup, we must prove that multiplication is associative in H. 
Let h, h', h" E H. Then we can find g, g', g" E G such that g() = h, g'() = h' and 
g"() = h". Since G is associative we have, as required, 

(hh')h" (g(). g'())g"() = [(gg')()]g"() = ((gg')g")() 

= (g(g'g"))() = g()[(g'g")()] = g()(g'(). g"()) 

d. Naming and isomorphisms 

h(h' h") 

In our study of groupoids we will take isomorphic groupoids to be essentially the same. 
To explain why, we will describe a "naming process," beginning with an example. 

Let G be the groupoid with binary operation· , elements 1 and a, and multiplication table 

1 a 

1~ 
a~ 

We define a new groupoid G by relabeling the elements of G. Let G consist of the elements 
a, (3 and have multiplication table 

f3 

a~ 
f3~ 

What we have done is to call the elements of G by different names. 

In general if G is any groupoid, we can form a new groupoid G by renaming the elements 
of G. Thus for each g E G we take a new element g, ensuring only that 17"= g if f 7"= g, i.e. 
don't use the same name twice. If fg = h, then we define multiplication of elements of 
G by log = h. It is easy to prove that G is a groupoid with this multiplication. 

We are not interested in distinguishing between groupoids which differ only because 
their elements have different names. Considering groupoids to be the same if they are 
isomorphic overcomes this snag. To see this we will show that the G constructed from G 
above by renaming is isomorphic with G. We must find a one-to-one onto homomorphism 
(). Define g() = g, i.e. the image of g under () is the new name of g. () is one-to-one onto, 
as one and only one g corresponds to each g. Also (fg)() = h where fg = h. But te 0 g() = 
l o g = h, by definition of the multiplication of G. Hence (fg)e = fB 0 gB, and G is iso­
morphic with G. Thus isomorphism gets rid of the difficulty of obtaining a new groupoid 
on simply renaming. 

We look at the problem from another point of view. Suppose F and G are two iso­
morphic groupoids, and that () is an isomorphism between F and G. Then we will apply 
our renaming process to show that G and F, F suitably renamed, cannot be distinguished 
either as regards their elements or the way they multiply. 

Let us as before rename each element f E F, 1. But we shall choose 1 to be te. This is 
a proper renaming since 1= g means that fB = gB, and, as B is one-to-one, f = g. So we 
have not used the same name twice. As before, if fg = h we define l o g to be h. Thus 
F becomes a groupoid with respect to the binary operation o. 
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How does F compare with G? F has the same elements as G. But do these elements 
multiply the same way? Suppose 11 and 12 are hvo elements of F. Then II was previously 
called ft, and 12 was called h If !d~ = /:;. then \ye defined 11 0 12:= 11. 

Now 11.12 are also elements of G; in fact, 11 = /111, 12:= he. The product Id2 in G is 
therefore /le!20 = (fd2)(} = /:;0 = ll, since 0 is a homomorphism. Hence the product 11 0 12 
of two elements in F is the same element as the product fJ-2 inside G. 

Thus a groupoid isomorphic with a groupoid P is indistinguishable from a suitable 
renaming of P as far as the elements and the way they multiply are concerned. For this 
reason we do not distinguish betvveen groupoids that are isomorphic. 

e. Mx and semigroups 

The importance of Mx is explained by the following theorem, which says that an iso­
morphic copy of any semigroup S is contained in some l11x. 

Theorem 2.7: (Cayley's Theorem): Let S be a semigroup with identity. Then there is 
a monomorphism of S into Ms' (The semigroup S is an abbreviation for 
the semigroup (S, ,1) where It is a binary operation. Ms is the semigroup of 
all mappings of the set S into itself, with binary operation the composition 
of mappings.) 

Proof: Let s E S and let Ps: S ---> S be defined by xPs:= xs, xES. Here xs is the 
product of x and s in S, i.e. (;1', .'1)/1. It is clear that Ps is a mapping of S into S, i.e. Ps EMs' 

Let e: S ---> Ms be defined by sO = ('s' We shall show that e is a monomorphism. First 
we have to check that 0 is a homomorphism. Let s, s' E S. 

(.'1.'1')0 =----= Pss' and slis' 0 - Ps Ps' 

Now if xES, xPsPs' = (xpJps' = (:r8)ps' = (;1'8).'1' = xPss" As this is true for all xES, Pss' = 
PSPS" Hence (ss')e = ses'e. 

Secondly we must show that 0 is one-to-one. Suppose 8e = s'(); then P .• - Ps" In 
particular, if 1 is the identity of S, Ips = Ips.. But then Ips = 1· s = s = 1· PS' = 1· s' = s' 
and so s = s' and () is a monomorphism. This completes the proof of Theorem 2.7. 

As an illustration of the proof, let S = {aI, a2, a:l] be the semigroup given by the follow­
ing multiplication table: 

°a 
a 1 °2 ! a3 

I 

0.'2 °:1 
I 

al 

a':l ° 1 
I 

a2 

Notice that al is the identity element of S and that S is a semigroup. Now 

The mapping e is defined by ale = Pal' a2e = P"2' a:le = Paa ' It can be checked directly that 
8 is a monomorphism. 
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Let Se = {se I s E S} where e is the monomorphism of Theorem 2.7; then S e= se and 
hence Ms contains an isomorphic copy of S. In Section 2.5d we pointed out that, but for 
naming, S and an isomorphic copy were the same. Thus we see that in a rough way every 
semigroup with identity appears in some Mx. Hence the importance of Mx. 

A look back at Chapter 2 

We defined a groupoid, associative groupoid (called a semigroup), and commutative 
groupoid. 

We showed that in a groupoid the identity is unique, while inverses are unique in a 
semigroup. 

We defined a mapping e: (G, a) ~ (G, (3) to be a homomorphism if [(gl, g2)a]e = 
[(glO,g2e)1(3. If e is one-to-one and onto, we called it an isomorphism of (G,a) onto (G,(3). 
We proved Cayley's theorem, that each semigroup has an isomorphic copy in Mx for some 
suitable X. 

Supplementary Problems 

GROUPOIDS 

2.46. Let G = {I, -I}. Is (G,') a groupoid if • is the usual multiplication of integers? 

2.47. Show that (G,') is a groupoid when G = {I, -1, i, -i}, i = A, and' is the usual multiplication 
of complex numbers. 

2.48. Suppose Gn is the set of all integers divisible by the integer n. For which n is (Gn , .), with the usual 
multiplication of integers, a groupoid? 

2.49. Let!;, i = 1,2,3,4,5,6, be the set G of mappings of R - {O, I} into R defined for each x E R - {O, I} 
1 x-I 1 x 

by Il:X~X; 12:x~-I-; 13:X~--; 14:X~-; 15:x~--I; 16:x~1-x. Suppose Gij= 
-x x x x-

{f;, I j } and that 0 is the composition of mappings. Determine which of the following are groupoids: 
(i) (Gl,2, 0), (ii) (Gl ,3, 0), (iii) (Gl,4' 0), (iv) (Gl,5' 0), (v) (Gl ,6, 0), (vi) (G5, 6,·0). 

2.50. Let F = {h/2,!3} and H = {hlz,hfs} where Ii are the mappings defined in Problem 2.49. 
Prove (F,o) is a groupoid while (H,o) is not a groupoid (0 is the composition of mappings). 

COMMUTATIVE AND ASSOCIATIVE GROUPOIDS 

2.51. Let R* be the set of nonzero real numbers. Define the binary operation 0 on R* by a 0 b = lal b for 
a, bE R*. Prove (R*,o) is an associative groupoid but not a commutative groupoid. Hint: 
lallbl = labl· 

2.52. Define the binary operation' on G = R X R as (a, b) • (e, d) = (ae, be + d). Is (G,') a commuta­
tive or an associative groupoid? 
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2.53. The binary operation a on R is defined by a: (a, b) ---. la - bl for a, b E R. Show that (R, a) is 
commutative but not associative. 

2.54. Suppose we define a binary operation + on R by a + b = the minimum of a and b (a, b E R). Show 
that (R, +) is both associative and commutative. 

2.55. Let G = {a I a: R ---. R}. For a, (3 E G define the mapping a * (3 = a 0 (3 - (30 a where 0 is the 
usual composition of mappings and x(a 0 (3 - (30 a) = x(a 0 (3) - x((3 0 a) for all x E R. Prove: 
(i) (G, *) is a groupoid; (ii) (G, *) is neither associative nor commutative; (iii) (a * (3) * a = a * ((3 * a) 
for all a, (3 E G; (iv) a * (3 = (-(3) * a where -(3 is the element of G defined by -(3: x ~ - (x(3) for 
all x E R. (Hard.) 

2.56. Let G be the set in Problem 2.55. For a, (3 E G define a' (3 = a 0 (3 ; (3 0 a where 0 is the usual 

a 0 (3 + (3 0 a _ X(a 0 (3) + x((3 0 a) 
composition of mappings and x 2 - 2 for all x E R. Prove: (i) (G,') 

is a groupoid; (ii) (G,') is commutative but not associative; (iii) (a' (3) • a = a' ((3 • a) for all 
a, (3 E G. 

INVERSES IN GROUPOIDS 

2.57. Let R + be the set of all non-negative real numbers. Define a * b = ya2 + b2 for all a, b E R + 

(Ya2 + b2 is the positive square root). Find an identity in (R+, *). What elements have inverses? 

2.58. For all a, (3 E G = {a I a: Z ~ Z}, let a X (3 be the mapping defined by x(a X (3) = Xa' x(3 where 
x E Z and, is the usual multiplication of integers. Is (G, X) a groupoid? Does it have an identity? 
What elements have inverses? 

2.59. Let G = {a I a: Z ---. Q, Q the rational numbers}. Define a X (3 as in the preceding problem. Does 
(G, X) have an identity? What elements have inverses? 

2.60. Which of the groupoids in Problems 2.57,2.58 and 2.59 are commutative and which are associative? 

2.61. Define the following binary operation + in R+, the non-negative real numbers: a + b = the maximum 
of a and b, a, bE R+. Does (R+, +) have an identity? What elements have inverses? 

2.62. Let (G, *) be the groupoid of Problem 2.56. What is the identity of (G, *)? Find an infinite number 
of elements which have inverses. 

2.63. Show that (G, *), the groupoid of Problem 2.55 has no identity. 

SEMI GROUPS WITH AN IDENTITY 

2.64. Which elements of (G, .), where G = {1, -1, i, -i}, i = R, and' the usual multiplication of com­
plex numbers, have inverses? 

2.65. Let G = {/1,!2,!3,!4,!5,/s} of Problem 2.49. Prove that G with the binary operation 0 of com­
position of mappings, is a semigroup with an identity. Find the inverse of each element in (G,o). 

2.66. Let G = {(a, b, c, d) I a, b, c, dE Z}. Define 

(a, b, c, d)· (a', b', c', d') = (aa' + cb', ba' + db', ac' + cd', be' + dd') 

Show that (G,') is a semigroup with an identity. Show that the subsets H = {(1, 0, 0, 1), (-1,0,0, -1)} 
and F = {(1, 0, c, 1) IcE Z}, with the binary operation of (G,') restricted to Hand F respectively, 
are semigroups with an identity. Find the inverses of the elements of Hand F. 

2.67. Let G = {a I a a mapping of {1, 2, 3, 4, 5} into {1, 2}}. For a, (3 E G, let a 0 (3 be the usual com­
position of mappings. Is (G,o) a semigroup with an identity? 
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2.68. For a,[3EG = {al a: {1,2,3,4,5}--+{1,-1}}, define the mapping aX[3 by n(aXf3)=na·n[3, 
where n E {1, 2, 3, 4, 5} and' the usual multiplication of integers. Is (G, X) a semigroup with an 
identity? If so, what elements have inverses? 

HOMOMORPHISMS OF GROUPOIDS AND CAYLEY'S THEOREM 

2.69. Let H = {(1,0,0,1), (-1,0,0,-1)} be the groupoid defined in Problem 2.66. Show that H is 
isomorphic to the groupoid (G,') where G = {1,-1} and· is the usual multiplication of integers. 

2.70. If F = {(1, 0, c, 1) IcE Z} is the groupoid defined in Problem 2.66 and (Z, +) the groupoid of integers 
under addition, prove the two groupoids are isomorphic. 

2.71. Which of the groupoids of Problem 2.49 are isomorphic? 

2.72. Let G = {f1,!2,!3,hf5,!6} be the groupoid of Problem 2.65, (H,') the groupoid with H = {1,-1} 
and· the usual multiplication of integers. Find all possible homomorphisms of G into H. Show 
that there is no homomorphism of (G,o) into (F,o) where F = {fl' i 2, i3} and 0 the usual composi­
tion of mappings. (Hard.) 

2.73. Can the groupoid (G, *) of Problem 2.55 be a homomorphic image of the groupoid (MR' 0) where 0 
is the usual composition of mappings? 

2.74. Suppose G = {a I a: Z --+ Z}, X the binary operation defined in Problem 2.58 and 0 the usual com­
position of mappings. Show that 'l': (G, x) --+ (G, 0) defined by 'l': a --+ a is not a homomorphism. 
(See Theorem 2.6, page 44.) 



Chapter 3 

Groups and Subgroups 

Preview of Chapter 3 

We define a group as a semigroup with an identity in which every element has an inverse. 
The object of this chapter is to show that the concept of a group is natural. This is done 
by providing illustrations of groups which arise in various branches of mathematics. The 
most important concepts of this chapter are group and subgroup. 

3.1 GROUPS 

Definition 

As we remarked in the preview, a semigroup with an identity in which every element 
has an inverse is termed a group. We repeat the definition in more detail: 

Definition: A non-empty set S together with a binary operation in S is called a group if 

(i) there exists an identity element (usually denoted by) 1 E S; in other 
words, 

a' 1 = a = 1· a for all a E S 

Recall that the identity is unique by Theorem 2.1, page 31. 

(ii) for every choice of the elements a, b, c E S, 

(a'b)'c = a'(b'c) 

Thus (i) and (ii) are the conditions for (S,') to be a semigroup with 
identity. 

(iii) every element a E S has an inverse in S, i.e. there is an element b E S 
such that 

a·b = 1 = b'a 

This element b is often denoted by a- 1• The inverse is unique by Theorem 
2.2, page 33. 

Whenever we define a group we shall follow the pattern: 

I. Define a set S (# ~). 

II. Define a binary operation in S. 

III. Verify that the groupoid (S,·) contains an identity element. 

IV. Verify that the groupoid (S,·) is a semigroup, i.e. is associative. 

V. Verify that every element of S has an inverse. 

The number of elements of S, lSI, is called the order of the group. (Compare Section 2.2, 
page 29.) We will exhibit groups of infinite and finite order. (See following examples and 
problems.) 

50 
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Examples of groups of numbers 

Example I: 

Example 2: 

Example 3: 

Example 4: 

Example 5: 

The additive group of integers. 

I. Let Z be the set of integers. 

II. Let + be the binary operation of addition in Z. 

III. n + 0 = n = 0 + n for every n E Z. Thus (Z, +) has an identity element. 

IV. If l, m, n are integers, 
(l+m) + n = l + (m+n) 

i.e. (Z, +) is a semigroup. 

V. If nEZ, then -n in Z has the property 

n + (-n) = 0 = (-n) + n 

i.e. -n is an inverse of n in (Z, +). 

Thus we have shown that the groupoid (Z, +) is a group. This group is usually 
referred to as the additive group of integers. 

The additive group of rationals. 

I. Let Q be the set of rational numbers. 

II. Let + be the binary operation of addition in Q. 

III. a + 0 = a = 0 + a for every a E Q, so 0 is an identity element for (Q, +). 

IV. If a, b, cEQ, then (a + b) + c = a + (b + c). 

V. If a E Q, then -a in Q has the property a + (-a) o (-a) + a. 

The additive group of complex numbers. 

The description of this group is left to the reader. 

The multiplicative group of nonzero rationals. 

1. Let Q* be the set of nonzero rational numbers. 

II. Let 0 be the binary operation of multiplication, i.e. the usual multiplication of 
rational numbers. 

III. The rational number 1 is clearly an identity in the groupoid (Q*,o). 

IV. If a,b,c E Q*, then 

V. If zEQ*, soisl/aand 

(a 0 b) 0 c 

a o! = 1 
a 

a 0 (b 0 c) 

1 -oa 
a 

Thus every element of Q* has an inverse. 

The multiplicative group of nonzero complex numbers. 

This group is very similar to that in Example 4. We shall go through the usual 
five stages in setting up and describing the group. 

I. Let C* be the set of all nonzero complex numbers. Thus 

C* = {x I x = a + ib where x =1= 0 + iO and a, bE R} 

Recall that i2 = -1. 

II. We define multiplication of complex numbers as follows: 

(a + ib)(c + id) = (ac - bd) + i(ad + be) 

This is a binary operation in C* since (ac - bd) + i(ad + be) is a unique ele­
ment in C* (not both ac - bd and ad + be can be zero). 

III. 1 + i 0 0 = 1 E C* and it is clearly an identity in (C*, 0). 
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IV. Suppose a + ib, e + id, e + if E C':'. Then 

[(a + ib)(e + id)](e + if) [(ae - bd) + i(be + ad)](e + if) 

[(ae - bd)e - (be + ad)f] + i[(be + ad)e + (ae - bd)f] 

On the other hand, 

(a + ib)[(e + id)(e + if)] (a + ib)[(ee - df) + i(de + ef)] 

[a(ee - df) - b(de + ef)] + i[b(ee - df) + a(de + ef)] 

It follows from these two computations that 

(a + ib)[(e + id)(e + if)] = [(a + ib)(e + id)](e + if) 

V. We have to check the existence of inverses. Thus suppose a+ ib E C*; then 
not both a and b are zero. Hence a2 + b2 # 0 and so 

a . b 
a2 + b2 - t a2 + b2 E c:' 

Moreover, 

1 (a + ib) (a2 : b2 - i a2 ! b2 ) 

Thus we have proved (C*,o) is a group and we term this group the multiplicative 
group of nonzero complex numbers. 

Problems 

3.1. Is (S,o) a group if 

(i) S = Z and 0 is the usual multiplication of integers? 

(ii) S = Q and 0 is the usual multiplication in Q? 

(iii) S = {q I q E Q and q > O} and 0 is the usual multiplication of rational numbers? 

(iv) S = {z I z E Z and z = v'2} and 0 is the usual multiplication in Z? 

(v) S = Rand 0 is the usual addition of real numbers? 

(vi) S = Z and 0 is defined by a 0 b = 0 for all a, b in Z? 

Solutions: 
(i) The identity element is the integer 1. (S,o) is not a group because 5 E Z but there is no 

integer z in Z such that z 0 5 = 50 z = 1. 

(ii) Again the identity is the number 1. There is no q E Q such that q 0 0 = 1. Hence (S,.o) is 
not a group. 

(iii) (S,o) is a group. Clearly S # 0 and 0 is a binary operation on S. q 01 = 10 q = q for all 
q E S; hence 1 is an identity. Multiplication of rational numbers is associative and every 

1 1 1 element in S has an inverse; for if q E S then - E Sand _0 q = 1 = q 0 -. , q q q 

(iv) S = 0 since V2 fl Z. Therefore (S,o) is not a group. 

(v) (S,o) is a group. S # 0 and addition is an associative binary operation on S. r + 0 = 0 + r = r 
and r + (-r) = 0 = (-r) + r for all rES. 

(vi) (S,o) is not a group because there is no identity element in S. 

3.2. Let S be the set of even integers. Show that S is a group under addition of integers. 

~~: \ 
Let a = 2al and b = 2b 1 be any two elements in S. a + b = 2(al + b1) is a unique element 

in S; thus addition is a binary operation on S. Associativity of addition in S follows from the as­
sociativity of addition in Z. 0 = 2 0 0 is an identity element in S. If a E S, then -a E S since 
a = 2al implies -a = 2(-al). Hence a has an inverse in S, as a + (-a) = (-a) + a = o. 

3.3. Let S be the set of real numbers of the form a + bV2 where a, b E Q and are not simultaneously 
zero. Show that S becomes a group under the usual mUltiplication of real numbers. 
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Solution: 

(a + bV2)(e + dV2) = (ae + 2bd) + (eb + ad)V2. If neither a + bV2 nor e + dV2 is zero, i.e. 

(0 + 0V2), then their product cannot be zero. Hence the product of elements in S belongs to S. 

. .. " 1 a - bV2 
1 = 1 + 012 IS an IdentIty for S. MultIplymg by ----, we obtain 

a + bV2 a - bV2 
a - bV2 a b 

-:0----::-::-::- - V2 
a2 - 2b2 (a2 - 2b2) 

1 

a + bV2 a2 - 2b2 

Hence 1 E S. The associativity holds because it is true for multiplication of real numbers. 
a + bV2 

3.4. Let S be the set of complex numbers of the form a + bH where a, b E Q and are not both 
simultaneously zero. Show that S becomes a group under the usual multiplication of complex 
numbers. 

3.5. 

Solution: 

(a + bR )(e + dH) = (ae - 5bd) + (be + ad) H and cannot be zero if its factors are 

not zero; hence the product of two elements of S belongs to S. 1 = 1 + OM is an identity for S. 

1 M is certainly an inverse for a + bH. MUltiplying top and bottom by a - b0, we get 
a + b -5 

and so 

1 a-bM 

a2 + 5b 2 

a -b 
a2 + 5b2 + a2 + 5b2 R 

1 
_ ,----;; E S. The associativity of multiplication in S follows from associativity of multi­

a + bv-5 
plication of complex numbers. 

Let m be any fixed positive integer and let S = {O, 1, 2, ... , m -I}. Define a binary operation in 
S by 

aob a+b if a+b<m 

a 0 b = r if a + b = m + r, 0 ~ r < m 

Prove that (S,o) is a group of order m. (Hard.) 

Solution: 
If a, b E S, then a 0 b is uniquely defined and belongs to S. a 0 0 = 00 a = a, so 0 is an identity. 

Note that a 0 b = a + b - 8m where 8 is 0 or 1, for any a, bE S. So b 0 e = b + e - 0lm where 
01 is 0 or 1. a 0 (b 0 e) = a + (b 0 e) - 02m where 02 is 0 or 1. Then a 0 (b 0 e) = a + b + e - (01 + 02)m 
where both 01 and 02 could be 0 or 1. Hence 

a 0 (b 0 e) a + b + e - '11m where 'II is 0 or 1 or 2 

Similarly (aob)oe a + b + e - '12m where '12 is 0 or 1 or 2 

Now 0 ~ a 0 (b 0 e) < m and 0 ~ (a 0 b) 0 e < m. Suppose 'II > '12; then 

a 0 (b 0 e) ~ a + b + e - ('12 + l)m = a + b + e - '12m - m 

because 'II is at least '12 + 1. But 0 ~ a + b + e - '12m < m and the above equation implies that 
a 0 (b 0 e) < 0; this contradicts 0 ~ a 0 (b 0 e). Hence 'II ~ '12' '12 > 'II leads in a similar way to a 
contradiction. Thus 'II - 7J2 and a 0 (b 0 e) = (a 0 b) 0 e. If a E S, then m - a E Sand 
a 0 (m - a) = (m - a) 0 a = 0; hence m - a is an inverse to a. Thus S is a group. 

3.6. Let SeC (C the set of complex numbers) be the set of all mth roots of unity, where m is a fixed 
positive integer. Prove that under the usual multiplication of complex numbers, S becomes a group 
of order m. 

Solution: 
Recall that a complex number x is an mth root of unity if xm = 1 and that there are exactly 

m distinct roots of unity, viz. ei2rrTlm, T = 1,2, ... , m; also, e irrx = cos x + i sin x. If a, b E S, 
then ab is uniquely defined. Since (ab)m = amb m = 1, ab is an mth root of unity and hence ab E S. 
l' a = a' 1 = a, so 1 is an identity. Associativity is true, since it is true for\!omplex numbers in 
general. If a E S, then (l/a)m = l/am = 1; thus l/a E Sand l/a is the inver~e of a. 
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3.7. Let S c; C (C the set of complex numbers) be the set of all roots of unity. Describe one way of 
making S into a group. 

Solution: 
Use as binary operation the usual multiplication of complex numbers. If a, bE S and a is an 

mth root of unity, b an nth root of unity, then ab is an mnth root of unity because (ab)mn = amnbmn = 
(am)n(bn)m = Inlm = 1. Hence ab E S and is, of course, uniquely defined. 1 E S and acts as an 
identity. l/a E S and is the inverse of a. Associativity holds for multiplication of complex numbers. 
Thus S is a group with respect to the usual mUltiplication of complex numbers. 

3.8. The following table defines a binary operation. Is the resultant groupoid a group? 

1 2 

ffij 1 

2 

Solution: 
We need to check only (a) associativity, (b) existence of identity and inverse. 

(a) To check associativity, we have the following possible questions: 

(a) Does 1 • (1·1) equal (1' 1) • 1 ? (e) Does 2' (1 '1) equal (2' 1) • I? 

(b) Does 1 • (1, 2) equal (1' 1) • 27 (f) Does 2' (1' 2) equal (2 '1) • 2? 

(c) Does l' (2 '1) equal (1 .;) • 1? (g) Does 2' (2' 2) equal (2' 2) • 2? 

(d) Does l' (2, 2) equal (1' 2) • 2? (h) Does 2' (2 '1) equal (2,2) • I? 

Checking all these products, we see that associativity holds. 

(b) 1 acts as an identity. The inverse of 1 is 1, the inverse of 2 is 2. Hence the table defines a group. 

3.9. Write the multiplication table for the group of Problem 3.5 with m = 3 and m = 4. 

Solution: 
If m = 3, the multiplication table is 

o 

1 

2 

If m = 4, the multiplication table is 

3.2 SUBGROUPS 

Definition 

o 

1 

2 

3 

o 

0 

1 

2 

o 

0 

1 

2 

3 

1 2 

1 2 

2 0 

0 1 

1 2 3 

1 2 3 

2 3 0 

3 0 1 

0 1 2 

Let (G,') be a group with binary operation' and let H be a non-empty subset of G. 
Then we say H is a subgroup of G if the operation' restricted to H is a binary operation in 
H which makes H into a group. 



Sec. 3.2] SUBGROUPS 55 

For example, if G is the group with m = 4 of Problem 3.9, then the subset H = {0,2} 
is a subgroup of G. For when the operation 0 in G, as defined in the multiplication table 
for G, is restricted to H, it is a binary operation in H, i.e. 000 = 0 E H, 002 = 2 E H, 
200 = 2 E H, and 202 = 0 E H. H is a group because: H oF 0; 0, the identity, is in H; 
the operation 0 restricted to H is an associative binary operation (since the operation in 
G is associative); and every element in H has an inverse in H. 

The following lemma facilitates proving a subset of a group is a subgroup. 

Lemma 3.1: Let (G,') be a group. Then a subset H of G is a subgroup of G iff 

(i) H 0/= 0 and (ii) if a, b E H, then ab- 1 E H 

Proof: If H satisfies these conditions, then H is a group with respect to the binary op­
eration. For if H 0/= 0,. then there exists a E H. Hence aa- 1 = 1 E H. Also, if b E H 
then 1b- 1 = b- 1 E H. Hence a, b E H implies a(b- 1)-1 = ab E H. Associativity is true 
in H, as it is true in G. Thus' is an associative binary operation on H, 1 E H, and the 
inverse of every element of H is an element of H. Therefore (H,·) is a subgroup. 

Conversely if H is a group with respect to . , then clearly H satisfies conditions (i) and 
(ii) above. 

Problems 

3.10. Let (Q, +) be the additive group of rationals. Is Z a subgroup of Q? Is P a subgroup of Q? 

Solution: 

Clearly Z # 0, and Z C Q. If a, b E (Q, +) then the binary operation is +, and the inverse 
of b is -b. So, if a, bE Z, we ask in accordance with Lemma 3.1, whether a + (-b) = a - b E Z. 
It is, and so Z is a subgroup of (Q, +). Clearly P # 0 and Pc Q. If a, bE P, is a + (-b) = 
a - bE P? No, for P does not contain negative numbers; and if a = 1 and b = 2, then a - b is 
negative. 

3.11. Is Q a subgroup of (C, +), the additive group of complex numbers? 

Solution: 

Q # 0. Q c C; for if a E Q, a = a + Oi E C. If a, bE Q, then a + (-b) = a - bE Q. Hence 
Q is a subgroup of (C, +). 

3.12. Is Z - {O} a subgroup of (Q'~, .), the multiplicative group of nonzero rational numbers? 

Solution: 
1 is the identity. 3 E Z - {O}, but 3 has no inverse in Z - {O}. Therefore Z - {O} is not a 

subgroup of (Q*, .). 

3.13. Is Q*, as above, a subgroup of (C''', .), the multiplicative group of nonzero complex numbers? 

Solution: 

Q* # 0. a, b E Q* implies ab- 1 is a nonzero rational. Thus Q* is a subgroup of (C*, '). 

3.14. Is Q* a subgroup of the group of real numbers of the form a + bV2, a, b E Q and a, b not simul­
taneously zero, under multiplication? 

Solution: 
Q* # 0. If a E Q*, then a = a + OV2 E {a + bV2 I a, bE Q and not both zero}, since a # O. 

Thus Q* C {a + bV2 I a, bE Q and not both O}. a, bE Q':' implies ab- 1 is a nonzero rational. 
Hence Q* is a subgroup. 

3.15. Prove that the intersection of two subgroups Hand K of a group G is a subgroup. 

Solution: 
1 E H, for as H is not empty, there is an element h E H. But then H contains hh -1 = 1, the 

identity of G. Similarly, 1EK. Hence 1EHnK and HnK#0. If g,hEHnK, then 
g, hE Hand gh- 1 E H. Also, gh- 1 E K. Thus gh- 1 E HnK and HnK is a subgroup of G. 

) 
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3.16. By considering the group of Problem 3.5 with m = 6, show that the union of two subgroups is 
not necessarily a subgroup. 

Solution: 

That {O,3} and {O, 2, 4} are subgroups is easily verified. But U = {O, 2, 3, 4} = {O, 3} U {O, 2, 4} 
is not a subgroup as 304 = 1 il U. Therefore 0 is not a binary operation in U. 

3.3 THE SYMMETRIC AND ALTERNATING GROUPS 

a. The symmetric group on X 

Let X be any non-empty set. A very important group arises from the set Sx of all 
one-to-one mappings of X onto X, called the symmetric group on X. We describe this group 
in the usual five steps. 

I. Sx is the set of all matchings of the non-empty set X with itself. Clearly, Sx r;;;; Mx 
(see Section 2.4b, page 36). 

II. If CT, T E Sx, then we define CTT to be the composition of the mappings CT and T. 

Here we must verify that CTT is a matching of X with itself. Suppose x E X; then 
as T is onto, we can find x" E X such that X"T = x. But CT is also onto, so we can 
find x' E X such that x' CT = x". Consequently 

and hence CTT is onto. If X(CTT) = Y(CTT), then (XCT)T = (YCT)T by the definition of the 
composition of mappings; this means, since T is one-to-one, that XCT = YCT. This in 
turn implies, since CT is one-to-one, that x = y. Therefore CTT is also one-to-one. 
Thus composition of mappings is a binary operation in Sx. 

III. Clearly the identity mapping l: x -'; x is in Sx and is an identity element of Sx. 

IV. The groupoid (Sx,') is a semigroup, since composition of mappings is associative. 
(Theorem 2.3, page 36.) 

V. Let CT E Sx. Since CT is one-to-one and onto, Theorem 2.4, page 36, implies CT has an 
inverse, T, in Mx. Now, CTT = l = TCT means CT is an inverse of T. By Theorem 2.4 
the only elements in Mx which have inverses are those which are one-to-one onto 
mappings. Therefore T E Sx and T is the required inverse of CT. The proof that 
Sx is a group is complete. 

We will call an element of Sx a permutation of X, or, for short, a permutation. 

In the particular case where X = {1,2, .. . ,n}, we write Sx = Sn. Sn is called the 
symmetric group of degree n. 

ISnl is calculated as follows. If CT E Sn, then 1CT can be one of n elements. 2CT can be 
one of n - 1 elements, as 1CT has been chosen and CT must be one-to-one; so 2CT ¥= 1CT. 
3CT can be one of n - 2 elements, as 1CT and 2CT have been chosen and CT must be one-to-one; 
so 3CT is not equal to 2CT or 1CT. Continuing in this way, we conclude that there are 

n·(n-1)(n-2) ••. ·2·1 = n! 

elements of Sn, i.e. ISnl = n! 

The elements of Sa, for example, are 
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0 2 ;) (! 2 ;) (! 2 ~) 2 0'2 1 1'2 2 

-e 2 i) =0 2 ;) = (; 2 ;) 0'1 - 2 3 1'1 3 1'3 1 

Here we are using the notation of Section 2.4c, page 37, To :find the multiplication 
table, we must compute the products. As an example, we calculate 0'11'1' 

(lO'~TI 2 3~TJ ( 2~1 2 
l:J U 2 ~) 0'11'1 

20' I l' I 31'1 2 1'2 

To do this calculation mentally, we think as follows: 

1-+ 2 (in 0'1)' 2 -+ 3 (in 1'1) 

Write down 

2 -+ 3 (in 0'1)' 3 -+ 2 (in TJ Put 2 beneath 2 to get 

(! 2 
3) 2 

Only one other number can appear, namely 1. Thus 

(! 2 i) 0'11'1 2 1'2 

The multiplication table for S3 is 
0'1 0'2 1'1 1'2 1'3 

! 0'1 0'2 1'1 1'2 1'3 

0'1 0'2 ! 1'2 1'3 1'1 

0'2 ! 0'1 1'3 1'1 1'2 

1'1 7'3 7'2 ! 0'2 0'1 ' 

7'2 7'1 7'3 0'1 ! 0'2 

7'3 7'2 7'1 0'2 0'1 ! 

The reader should check some of the entries, Note that 0'11'1 = 1'2 and 1'10'1 = 7'3' so that 
0'11'1 # 7 10'1' Hence S3 is not commutative. 

Problems 

3.17. Calculate a{1, {1a, a-I, {1-1, (am-I, and ({1a)-1 if 

G 2 3 4 
a = 

6 5 3 

Solution: G 2 3 
a{1 = 

5 4 

5 

~) 4 

4 5 

2 6 

and 

~) , 

(
1 2 3 4 5 6) 

{1= 135624 

(
1 2 3 4 5 6) 

(1a = 2 6 4 1 3 5 

To find a-I, we note that x(aa- 1) = x and hence a-I must carry Xa to x. Now we determine 
which x is taken onto 1. 6a = 1, so we must have 1a-1 = 6. Next, since 1a = 2, 2a- 1 = 1. 
Proceeding in this way, we obtain 

(
1 2 3 4 5 6) 
6 1 2 543 
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3.18. 

GROUPS AND SUBGROUPS 

An easy method of calculating the answer mechanically follows. Take 

Interchange the rows, 

(
1 2 3 4 5 6) 
236541 

(
2 3 6 5 4 1) 
123456 

Rearrange the columns so that the top row reads 1 2 3 4 5 6, 

(
1 2 3 4 5 6) 
6 1 2 543 

[CHAP. 3 

This method is conceptually the same as the first. To find f3 -1, interchange the rows to obtain 

and rearrange to get 

Verify that a(f3y) = (af3)y where 

= C 2 
3 4 !) a f3 

3 1 2 4 

Solution: G 2 3 4 
(af3)y = 3 2 5 

(~ 
2 3 4 

a(f3y) = 1 2 4 

(
1 3 5 6 2 4) 
1 234 5 6 

(6
1 2 3 4 5 6) 

4 1 3 2 5 ' (f3a)-1 

= G 2 3 4 :) (~ y 
2 1 5 

:)(~ 
2 3 4 :) C 2 

= 3 1 5 1 

!)G 2 3 4 !) C 2 

3 4 2 1 

2 3 4 !) 3 1 5 

3 4 !) 3 2 

3 4 !) 3 2 

3.19. Is the subset R = {I, (71' (72} a subgroup of 8 3? (For this notation see above.) 

Solution: 

R =I' 0. From the multiplication table of 8 3, page 57, the product of any two elements in R is 
again in R. Since (71 1 = (72 and 021 = (71' it follows that xy-1 E R for any x, y E R. Hence 
R is a subgroup of 8 3• 

3.20. Find all elements of 8 1 and 8 2 and exhibit multiplication tables for these groups. 

Solution: I 

8 1 contains one element I = (~). I CJ is a multiplication table for 8 1• There are two ele-

ments in 8 2: I = (~ !) and f3 = (~ ~). The multiplication table for 8 2 is 

f3 

;tEtB 
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3.21. Find the elements of 8 4, 

Solution: 

G 2 3 !) G 
2 3 :) G 

2 3 

~) G 2 3 

~) 2 3 
(16 

1 4 
73 

2 4 
"'I 1 3 

G 
2 3 

~) G 
2 3 

~) (~ 
2 3 :) G 2 3 

~) (11 
3 4 

(17 
4 2 

74 
2 1 

"'2 
2 1 

G 
2 3 :) G 

2 3 :) G 
2 3 

~) G 2 3 

~) (12 
4 1 (18 

1 4 
75 

4 3 
"'3 

2 3 

(~ 
2 3 :) G 

2 3 D (~ 
2 3 :) G 2 3 

~) (13 
1 2 

(19 
3 1 

76 
1 3 

"'4 
3 2 

G 
2 3 :) G 2 3 :) G 

2 3 !) G 2 3 ;) (14 
4 1 

71 
3 4 

77 
3 1 

"'5 
4 3 

=c 2 3 

~) = G 
2 3 :) G 

2 3 !) G 
2 3 :) (15 

3 2 
72 

4 2 
78 

1 2 
"'6 

2 4 

We give the multiplication table for future reference. 

THE SYMMETRIC GROUP OF DEGREE 4 

(11 (12 (13 (14 (15 (16 (17 (18 un 71 72 73 74 75 76 1'7 78 "'I "'2 "'3 "'4 "'5 "'6 

, (11 (12 (13 (14 (15 (16 (17 (18 (19 71 72 73 74 7,5 76 77 78 "'I "'2 "'3 "'4 "'5 "'6 

(11 (12 (13 , 76 "'2 72 74 "'5 78 (17 "'3 (14 "'I (19 "'4 (16 "'6 71 (18 77 73 (15 75 

(12 (13 , (11 "'4 (18 "'3 "'I (15 "'6 74 77 76 71 78 73 72 75 (17 "'5 (16 (14 "'2 (19 

(13 , (11 (12 73 "'5 77 71 "'2 75 "'I (16 "'4 (17 "'6 (14 "'3 (19 74 (15 72 76 (18 78 

(14 78 "'3 71 (15 (16 , 76 "'4 73 "'2 (19 "'I (11 (13 "'6 (17 "'5 72 75 (18 (12 74 77 

(15 "'5 (18 "'2 (16 , (14 "'6 (12 "'I 75 73 72 78 71 77 76 74 (19 (13 "'4 "'3 (11 (17 

(1s 74 "'4 75 , (14 (15 77 "'3 72 (13 "'I (19 "'5 "'2 (17 "'6 (11 73 71 (12 (18 78 7S 

(17 76 "'6 77 71 "'I 74 (18 (19 , 
"'3 (11 (13 "4 (16 "2 "5 (14 (12 72 78 75 73 (15 

(18 "2 (15 "5 "3 (12 "4 (19 , (17 78 76 77 75 74 72 73 71 "6 (11 (14 (16 (13 "1 

(19 (19 72 "1 73 78 "S 75 , (17 (18 (14 "2 "5 (16 "4 (11 (13 "3 (15 76 71 74 77 (12 

71 (14 78 "3 "1 74 (17 "2 75 (13 72 , (12 76 77 (15 (18 73 (11 O"s (19 "6 "4 "5 

72 "1 73 0"9 (11 76 "2 (16 77 "3 
, 71 78 (15 (18 74 75 (12 (14 (17 (13 "5 "6 "4 

73 (19 72 "1 "5 77 (13 (14 76 "4 (15 75 74 , (12 78 71 (18 (16 "6 "2 (11 (17 "3 

74 "4 75 (16 (17 71 "1 "'5 78 (11 77 (12 , 73 72 (18 (15 76 (13 "3 "S (19 0"4 "'2 

75 (16 74 "4 (19 78 "S (13 71 "2 73 (15 (18 77 7S , (12 72 "5 (14 "1 (17 "3 (11 

7S "S 77 (17 "2 72 (11 "4 73 (1~ (18 78 71 (12 , 75 74 (15 "3 (19 "5 (13 "1 (16 

77 (17 76 "6 (13 73 "'5 "3 72 (16 (12 74 75 (18 (15 71 78 , 
"4 "1 (11 "2 (19 (14 

78 78 "3 71 (14 "6 75 (19 (11 74 "5 76 (18 (15 72 73 (12 , 77 "2 "4 (17 "1 (16 (13 

"1 73 (19 72 74 (17 71 (15 "6 (12 (16 (13 (11 (14 "3 "5 "2 "4 
, 77 75 78 76 (18 

"'2 (15 "5 (18 72 (11 76 75 (13 71 (19 (14 "3 "6 (17 (16 "4 "1 78 , 73 77 (12 74 

"3 71 (14 78 (12 "4 (18 72 (16 77 (11 (17 "6 "2 "5 "1 (19 (13 76 74 , (15 75 7 .... 

"4 75 (16 74 (18 "3 (12 73 (14 76 "5 "6 (17 (13 (11 (19 "1 "2 77 78 (15 , 71 72 

"5 (18 "2 (15 77 (13 73 78 (11 74 "6 "4 (16 (19 "'I "3 (14 (17 75 (12 76 72 I 71 

"6 77 (17 76 75 0"9 78 (12 "1 (15 "4 "s "2 "3 (14 (13 (11 (16 (18 73 74 71 72 I 
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h. Even and odd permutations 

We are interested in a special subgroup of Sn, the alternating group of degree n, usually 
denoted by An. This subgroup An is obtained from Sn by singling out certain elements. 

To begin with, consider S3. Let u = (~ ~ ~ ). Then 

If T (! 2 
2 

2u - 1u 3u - 1u 3u - 2u 
2-1 . 3-1 . 3-2 

~), then 

2T - IT 3T - IT 3T - 2T 
2-1 . 3-1 --3=--------=c2-

We say u is even and T is odd. 

3-2 1-2 1-3 
2-1'3-1'3-2 

2-3 1-3 1-2 -_. __ ._-
2-13-13-2 

More generally, let us call u E Sn even (or an even permutation) if 

1 

-1 

2u - 1u 3u - 1u 3u - 2u nu - 1u nu - 2u nu - (n - 1)u 
2 - 1 . 3 - 1 . 3 - 2 ..... n - 1 . n - 2 ..... n - (n - 1) 

On the other hand, we call u E Sn odd (or an odd permutation) if 

2u - 1u 3u - 1u 3u - 2u 
--,--2----,-1-· 3 - 1 . 3 - 2 

nu -1u nu - 2u 
n-1 n-2 

The definition of even or odd is written more briefly as 

u is even if II ku - ~u 1 
i<k k - '/, 

nu - (n-1)u 
...• n - (n -1) 

u is odd if II ku - iu = -1 
i<k k - i 

We shall show that an element in Sn is either even or odd, i.e. II ku - ~u = ±1. 
i<k k - '/, 

1 

-1 

Corresponding to each factor k - i in the denominator, we will find a factor in the 
numerator which is either k - i or -(k - i). As u is a permutation, there exist unique 
integers l, m such that lu = k, mu = i. If l > m, the factor lu - mu = k - i appears in 
the numerator. If l < m, the factor mu -lu = -(k - i) appears in the numerator. The 

quotient lU
k 
- ~u or m; - ~u is thus ±1. Note that distinct factors k - i, k' - i' in the 
-'/, -'/, 

denominator give rise to distinct associated factors ±(lu - mu), ±(l' u - m' u) in the numera­
tor. For if l = l', m = m', we have k = k' and i = i'. 

Thus regrouping the factors in the numerator, the product becomes the product of 
factors ±1 and hence is itself ±1. Therefore every permutation of Sn is either even or odd. 

There is an easy way of determining whether a permutation u is even or odd. If we 
are given a row of integers, we call the number of integers in the row smaller than the 
first integer, the number of inversions. Thus for example the number of inversions in the 
row 7,4,3,2,1,6,8 is 5. We will use this concept of inversion to find out if a given 
permutation 

u (
1 2 
1u 2u 

is even or odd. 



Sec. 3.3] THE SYMMETRIC AND ALTERNATING GROUPS 61 

To do this we must calculate IT (k~ - ~fF) . 
t<k - '/, 

Much of the calculation is redundant 

as we have proved that the result is always 1 or -1. We must only determine the sign. 
In the denominator we always have positive numbers. In the numerator a negative number 
kfF - ifF arises if ifF > kfF. For fixed i and varying k, the number of negative factors that 
arise is the number of k > i for which iu> ku. But this is the number of inversions in the 
row ifF, (i + l)fF, ... , nu. The total number of negative factors is the number of inversions 
in 1u,2fF, ... , nfF + the number of inversions in 2fF,3u, ... , nfF + the number of inversions 
in (n - l)u, nu. Let this total be I. The product of I negative numbers is positive if I is 
even, and negative if I is odd. So u is even or odd according as I is even or odd. 

Example 6: Is u = G ~ ~) even or odd? 

The number of inversions in 3,1,2 is 2. The number of inversions in 1,2 is O. 
Thus the total number of inversions is 2, and hence u is even. 

Problem 

3.22. Is u even or odd? 

G 2 3 :) (! 2 3 4 5 6 ;) (i) u = (iv) u 
1 4 3 1 2 6 7 

G 2 3 4 
~) G 2 3 4 5 

:)(~ 
2 3 4 5 :) (ii) u -

3 2 4 
(v) u 

1 4 6 2 1 6 3 2 

G 
2 3 4 5 !) (iii) u = 
5 2 1 6 

Solution: 
(i) Number of inversions in 2 143 1 

143 0 

4 3 1 

Total number of inversions 2 

Hence u is even. 

(ii) Number of inversions in 5 3 2 4 1 4 

324 1 2 

241 1 

4 1 1 

Total number of inversions 8 

Hence u is even. 

(iii) Odd. (iv) Odd. (v) Even. 

C. The alternating groups 

We shall show that the set of even permutations forms a subgroup of Sn. 

1. Let An be the set of even permutations in Sn. Then An #~, since the identity permuta­
tion t E An: IT kt - ~t 

i<k k- '/, 
I1k-~ = 
i<k k- '/, 

1 

2. If u and T E Sn, then 

IT k(UT) - i(UT) 
i<k k - i 

IT k(UT) - ~(UT) • ku - ifF 
i<k k - '/, ku - ifF 

IT (kU)T - ~ifF)T 
i<k ku - '/,fF 

(3.1) 
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We will prove that IT (kfI)T - ~ifI)T 
i<k kfI - ~fI 

IT f!: - mT 
m<[ l-tn (3.2) 

To do this we will show that each of the factors ~ =: :T corresponds to one and only 
(krI)T - (ifI)T . f h f IT - mT . th one of the factors . Correspondmg to each 0 t e actors l _ m m e kfI - ~fI 

right-hand side of (3.2), there exists, since fI is a permutation, unique integers p, q such 
that PfI = land qfI = m. If p > q, then a factor 

(pfI)T - (qfI)T 
PfI - qfI 

IT - nh 
l-m 

appears on the left-hand side of (3.2). If p < q, then a factor 

(qfI)T - (PfI)T 
qfI - PfI 

(pa)T - (qa)T 
pa - qa 

IT - mT 
l- m 

appears on the left-hand side of (3.2). We associate with the factor l~ =: :T the (equal) 

(PfI)T - (qfI)T . (qa)T - (pa)T . 
factor If P > q, and the (equal) factor If p < q. It is pa - qa qfI - P(J' 

easy to see that each of the factors of the right-hand side of (3.2) corresponds in this 
way to one and only one of the (equal) factors of the left-hand side of (3.2). Hence (3.2) 
holds. From (3.1) we therefore obtain 

IT k(fIT) - i(aT) 
i<k k - i 

IT IT - mT • IT kfI - ~fI 
m<[ l- m i<k k - '/, (3.3) 

It follows from (3.3) and the rules for multiplying +1 and -1, that we have 

Lemma 3.2: The product of 

(i) two even permutations is even 

(ii) two odd permutations is even 

(iii) an odd permutation and an even permutation is odd 

(iv) an even permutation and an odd permutation is odd. 

Accordingly if (J' is even, then a-l is even too, since (J'(J'-l = ~ is even. Thus if a, T E An, 
fIT-

l E An. An is therefore a subgroup of 8n. It is called the alternating group of degree n. 

As an illustration let us find the multiplication table for A 4 • From the list of elements 
of 84 given in Problem 3.21 we determine that the even permutations are 

= (~ ~ : !) 
(T2 = (~ ! ~ :) 
(T = (1 

5 4 

(~ 
T = (1 

2 1 T = (1 
5 2 

The multiplication table is easily written down from the multiplication table of Problem 
3.21. 
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t U2 Us Us 71 72 73 74 7S 76 77 7S 

U2 t Us Us 74 77 76 71 7S 73 72 75 

Us Us t U2 7S 73 72 7S 71 77 76 74 

Us Us Us U2 t 7S 76 77 7S 74 72 73 71 

71 7S 74 7S 72 t U2 76 77 Us Us 73 

72 73 76 77 t 71 7S Us Us 74 7S U2 

73 72 77 76 Us 7S 74 t U2 7S 71 Us 

74 7S 71 7S 77 U2 t 73 72 Us Us 76 

7S 74 7S 71 73 Us Us 77 76 t U2 72 

76 77 72 73 Us 7S 71 U2 t 7S 74 Us 

77 76 73 72 U2 74 7S Us Us 71 7S t 

7S 7S 71 7S 74 76 U8 Us 72 73 U2 t 77 

Problems 

3.23. Write out a multiplication table for (i) A 1, (ii) A 2, (iii) A 3• 

Solution: 

(i) There is only one element in S 1, namely t = (~), and it is an even permutation. Hence a 

multiplication table for A1 is t [J. Notice A1 is the same group as Sl' 

(ii) S2 = {G !), G ~)}. G ~) is an even permutation and G ~) is an odd permuta-

tion. Therefore A2 = {( 1 2)} 
for A 2• 1 2 

t 

and to where t = (~ ~) is a multiplication table 

(iii) S3 contains six elements (see example in Section 3.3a). The elements t, U1 and U2 are the even 
permutations, and a multiplication table for A3 is 

t U1 U2 

U1 U2 t 

U2 t U1 

3.24. Prove An = Sn implies n = 1. 

Solution: 
If n > 1, Sn must contain a permutation which interchanges 1 and 2 and leaves everything 

else fixed, i.e. 1r = 2, 27 = 1, and i7 = i (i = 3, ... , n). 7 Et: An' since 7 is an odd permutation, 
and therefore An'" Sn. By Problem 3.23(i), A1 = Sl' Hence An = Sn implies n = 1. 

3.25. Show that the set S = {t, U2' Us' us} is a subgroup of A 4• (For notation see page 62.) 

Solution: 
If we look at the multiplication table for A 4 , we see that the product of any two elements in 

S is again in S. It is clear that u;, Uk E S implies u;uk1 E S because u; = 11;-1 (j = 2,5,8). 
Hence S is a subgroup of A 4• 
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d. The order of An 

We now count the elements of An. Suppose that n ~ 2. Let T be the following element 
of Sn: 

T: 1 ~ 2, 2 ~ 1, 3 ~ 3, ... , n ~ n 

We claim T is odd because 

2T - lr 3T - lr 3T - 2T nT - lr nT - (n - 1 )T 
2 - 1 . 3 - 1 . 3 - 2 ..... n - 1 . . . .. n - (n - 1) -1 

Now let (1' (2' ••• , (k be the even permutations (i.e. elements of An). Then 

are all odd; moreover, if (iT = fjT, then 

Notice that this means there are at least as many odd permutations as even ones. Indeed 
there are exactly the same number of each; for if w is odd, then 

W = (WT)T 

since T2 = t. Since WT is even by Lemma 3.2, every odd permutation is listed in (3.4). Thus 
there are precisely the same number of even permutations as odd ones. 

Consequently, as k is the number of even permutations, the number of odd permutations 
is also k, and the number of odd and even permutations is 2k. But every permutation of 
Sn is either even or odd, and ISnl = n! Therefore k = n !/2. 

Putting our results together, we have proved 

Theorem 3.3: If n is any positive integer> 1, then Sn is of order n!, and An is of order n!/2. 

Problem 
3.26. Check to see whether IAjl (j = 2,3,4) agrees with Theorem 3.3. 

Solution: 
IA21 = 1 by Problem 3.23, and 2!/2 = 1. 

IA31 = 3 by Problem 3.23, and 3 !/2 = 3. 

IA41 = 12 by Section 3.3c, and 4 !/2 = 12. 

3.4 GROUPS OF ISOMETRIES 

a. Isometries of the line 

We begin with certain subgroups of SR, the symmetric group on R, the set of real num­
bers. We think of the elements of R arranged as points on the real line. Then if a, b E R 
it is clear what we mean by the distance between a and b, namely the absolute value, la - bl, 
of a-b. We denote the distance between a and b by d(a, b). 

We define a group I(R), the group of isometries of R, as a subgroup of SR in the follow­
ing way. 

1. Let I(R) be the set of all elements of SR which preserve distance. The elements of this 
set will be called isometries of R. To put this definition more explicitly, an element 
a E SR is termed an isometry if and only if 

d(a, b) = d(aa, ba) 

for every pair of elements a, b E R. Since the identity mapping L E I(R), I(R) oF 0. 
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2. Suppose (J E I(R). Then of course (J-l E SR. We claim (J-l E I(R). To see this, sup­
pose a, b E R. Then 

d(a(J-l, b(J-l) = d((a(J-l)(J, (b(J-l)(J) = d(a, b) 

as (J is an isometry. Hence 
d(a, b) = d(a(J-l, b(J-l) 

which is precisely what we need. Thus (J-l E I(R). Suppose (J, T E I(R); then T- 1 E I(R) 
and 

d(a((JT- l), b((JT- l)) = d((a(J)T-l, (b(J)T- l) = d(a(J, b(J) = d(a, b) 

Thus (JT- l E I(R) and I(R) is a subgroup of SR. Considered as a group in its own right, 
I(R) is called the group of isometries of R. 

Problems 

3.27. Is u an isometry? (In the following, x E R.) 

(i) u: x --> x + 2. (ii) u: x --> nx, n an integer ¥= 1 or -1. (iii) u: x --> x2. (iv) u: x --> -x. 

Solution: 

(i) First note that u E SR' u is an isometry, since d(x, x') = Ix - x'i and 

d(xu, x'u) = d(x + 2, x' + 2) = I(x + 2) - (x' + 2)1 

(ii) u is not an isometry, since d(x, x') = Ix - x'i and 

d(xu, x'u) = d(nx, nx') = In(x - x')1 

Ix-x'i 

so that, for x ¥= x', d(x, x') ¥= d(xu, x'u), e.g. x = 2, x' = 1 implies d(x, x') 
d(xu, x'u) = Inl. 

(iii) u is not an isometry, since d(x, x') = Ix - x'i and 

d(xu, x'u) = d(X2, X,2) = Ix2 - x,21 

so that, for x ¥= x', d(x, x') ¥= d(xu, x'u), e.g. x = 2, x' = O. 

(iv) u is an isometry, since u E SR and 

d(xu, x'u) = dr-x, -x') = I-x - (-x')1 = I-x + x'i = Ix - x'i = d(x, x') 

3.28. Set lu = 2, 2u = 1 and xu = x for all x E R excepting 1 and 2. Is u an isometry? 

Solution: 

No, since d(I,3) = 13 -11 = 2 and d(lu,3u) = d(2,3) = 1. 

h. Two points determine an isometry 

1 and 

The following lemma gives us a method of determining whether the two isometries are 
the same. 

Lemma 3.4: If (J, T E I(R) have the same effect on two distinct real numbers a and b, i.e. 
a(J = aT and b(J = bT, then (J = T. 

Proof: Let C be any element of R. Then 

d(c,a) = d(c(J,a(J) = IC(J-a(J1 = d(cT,aT) 

and hence 

Assume C(J =/= CT. Since a(J = aT, C(J - au = +(CT - aT) implies Cu - CT = au - aT = 0, i.e. 
Cu = CT, contrary to our assumption. Therefore 

Cu - au = -(CT - aT) = -CT + aT, i.e. Cu + CT = 2(au) 

Similarly, Cu + CT = 2(bu). Hence 2a(J = 2bu and au = bu. But u is a permutation. Con­
sequently a = b, contrary to the hypothesis that a and b are distinct real numbers. We 
conclude that Cu = CT and, since C is any element in R, u = T. 
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Using this lemma it is possible to describe the elements of I(R). Let eT E I(R) and let 
OeT = a. Now d(OeT, leT) = d(a, leT) = la -lITI = d(O, 1) = 1. Hence 

a - leT = ±1 or lIT = a ± 1 

(i) lIT = a + 1 and OeT = a. Let eT* be the member of I(R) defined by mapping r E R to 
r + a. IT* is clearly an isometry. Then eT* and eT agree on 0 and 1. Hence IT = eT*. 

(ii) leT = a -1 and OIT = a. Let eT* be the member of I(R) defined by mapping r E R to 
-r + a. Then IT and IT* agree on 0 and 1. Hence IT = IT*. 

Thus if eT E I(R), rIT = £r + OIT where £ is either 1 or -1. 

Geometrically, if reT = r + a, it "moves" the real line a units to the right. If reT = -r + a, 

the real line is inverted about the origin and then moved a units to the right. 

We come now to an interesting subset of 1= I(R) which we will prove is a subgroup. 
Let (I: Z) = {eTl IT E I, neT E Z whenever n E Z}. Let eT, l' E (I: Z). Let OIT = a, 01' = b. 

a and b must be integers. The effects of IT and l' are 

rIT £r + a where £ = 1 or -1 

1'1' 'Y]r + b where 'Y] = 1 or -1 

Let p,:r~'Y]r-'Y]b. Then p,=T-1, for r(Tp,) = ('Y]r+b)p,='Y]('Y]r+b)-'Y]b=r and sim­
ilarly 1'(p,T) = r. Hence r(eTT- I ) = (£'Y])r + 'Y](a - b). Clearly £'Y] is ±1, and 'Y](a - b) E Z. 
Thus if n is an integer, n(eTT- I ) E Z. Therefore ITT-1 E (1: Z) and (I: Z) is a subgroup of I. 

Problem 
3.29. Determine whether the following sets of mappings, with composition as the binary operation, are 

groups. 

(i) The set of all mappings of the plane of the form 

Ta: (x, y) -+ (x + a, y + a) with (x, y) E R2, a E R 

Notice that Ta is defined for each real number a. 

(ii) The set of all Ta with a E Z. 

(iii) The set of all Ta with a E Q. 

(iv) The set of all mappings of real numbers of the form 

Il-a: x -+ ax with a ¥o 0, a E Q 

(v) The set of all mappings of the plane R2 of the form 

Il-a: (x, y) -+ (ax, ay) with a E Q 

(vi) The set of mappings of (v) but with a E Q':', i.e. a¥< 0. 

Solution: 
(i) We show first that Ta is a permutation of R2. Ta is a matching of R2 -+ R2, for if (x, Y)Ta = 

(Xl> yI)T a' then (x, y) = (Xl> YI)' If (x, y) E R2, there exists (x - a, Y - a) E R2 and (x - a, 
Y - alTa = (x, y). Hence Ta is a one-to-one onto mapping and so Ta is a permutation of R2. 
T-a = 1'-1. The set of all Ta is not empty, and TaT;1 = TaT-b = Ta-b since (X,Y)TaT;1 = 
(X'Y)TaT~b=(x+a,y+a)T_b=(x+a-b,y+a-b)=(x,Y)Ta_b' Thus the set of all Ta is 
a subgroup of SR2 and so it constitutes a group. 

(ii) Using (i), we need only consider whether TaT;1 = Ta-b belongs to the given set, which it 
clearly does. 

(iii) This follows by arguing as in (ii). 

(iv) It is easy to verify that each Il-a is a permutation of R. Also, fJ.(1/al = (ll-a)-I. Now fJ.afJ.;1 = 
ll-af1.1/b = f1.a/b' Hence the set of all fJ.a. a¥< 0, a E Q, constitutes a subgroup of the group of all 
permutations of R and itself forms a group. 
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(v) The set of fla is not a group, as flo has no inverse. For flo maps all points onto the point (0,0), and 
by Theorem 2.4, page 36, the only elements of M R2 which have an inverse are the one-to-one 
and onto mappings. 

(vi) The set of all fla in this case forms a group. The set is non-empty. If fla is an element, then 
fll/a = fl;;1 because (x, Y)(flafl1!a) = (ax, aY)fll/a = (x, y) and (x, Y)(fll/afla) = (x, y). By Theorem 
2.4 fla is a one-to-one onto mapping and thus fla is a permutation of R2. Now flafl/; I = flafll/b = 

fla/b since (x, Y)flafl/; I = (ax, aY)fl/; I = (~x, ~ Y) = (x, Y)fla/b' Hence the set of all fla is a sub­
group of SR2. 

c. Isometries of the plane 

Let E be the set R2 = R x R. If (XA, YA) = A, (XB, YB) = B are two elements of E, we 
define the distance between A and B as 

V(XA - XB)2 + (YA - YB)2 

and denote it by d(A, B). Recall that if we interpret A and B as points of the Euclidean 
plane with coordinates (XA, YA) and (XB, YB) relative to a given cartesian coordinate system, 
then the formula for d(A, B) is the ordinary distance between A and B. The interpretation 
of E as the Euclidean plane is not an essential part of our argument. Logically we do 
without it and work abstractly with the ordered pairs (x, y). 

a ESE, the symmetric group on E, is called an isometry if for any A, B points of E, 
d(A, B) = d(Aa, Ba). 

Theorem 3.5: The set I of all isometries of E forms a subgroup of SE. 

Proof: I is not empty, since the identity mapping is an isometry. We need to show 
only that aT-I E I whenever a, TEl. Consider the effect of T- I. As T ESE, there exist, 
for each pair of points A, BEE, A', B' E E such that A'T = A, B'T = B. Then 

d(A', B') = d(A'T, B'T) = d(A, B) 

since T is an isometry. But AT-I = A', BT- I = B'. Hence 

d(AT- I, BT- I) = d(A, B) 

and T- 1 is an isometry. Consequently 

d(AaT-t, BaT-I) = d(Aa, Ba) 

and so aT- 1 E I. Hence I is a subgroup of SE. 

d(A, B) 

In the next four paragraphs we shall argue informally. 

Let us imagine that the Euclidean plane E is covered by an infinite rigid metal lamina 
S. If we move S so that it still covers E, we can define an isometry induced by that move-
ment. Let the points of E be denoted P, Q, R, ... and the points of S be denoted A, B, C, ... . 

In the initial position suppose that A lies on top of P, B on top of Q, C on top of R, ... . 
After the sheet S is moved, the point A is on top of another point of E, say PI; the point B 
is on top of, say, the point Ql; C is on top of, say, R1; .... 

A B C ..-s- Metal lamina ~ A B C 
• • • • • • • • • 

'"-->-Euclidean plane--->"" 
• • • • • • 

P Q R P Q R PI Q1 Rl 

(a) Initial position. (b) After a movement. 

Fig. I. The isometry induced by a movement. 
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Let e: E -7 E be defined by Pe = P l , Qe = Ql, Re = R l , • • •• Then we assert e is an 
isometry. For if P, Q are any two points of E, with, in the initial position, A of S on top 
of P, and B of S on top of Q, then we have d(A, B) = d(P, Q). After S is moved, A lies on 
top of, say, P l , and B on top of Ql. Hence d(A, B) = d(P l , Ql) and so d(P l , Ql) = d(P, Q). 

Using this informal approach, we now describe three particular isometries: 

1. Rotation about a point. Let 0 be any point of S. Rotate S about 0 through an angle 
\jr. Then the isometry induced by this movement of S is called the rotation about 0 
through an angle \jr. 

_____ '-5- Metal lamina -_~ 

(a) Initial position. (b) A rotation through an angle .y. 
Fig. 2 

2. Reflection in a line. Let us choose a line in E and turn S over this line and back to E. 
The isometry obtained in this way is called the reflection in XY. 

(a) Initial position. (b) Rotating about XY. (c) Final position. 

Fig. 3. A reflection in line XY. 

3. Let us choose a line XY. Let e be an isometry corresponding to a movement of S for 
which XeYe, the line joining Xe and Ye, is parallel to XY. Then e is called a translation. 

We now describe formally these three types of isometries. As a simplification we 
describe only rotations about the origin and reflections about the axis OX. 

1. A translation Ta,b is the mapping defined by 

(x, Y)Ta,b = (x + a, Y + b) 

It can be shown that for each a, b, Ta,b is an isometry and that (Ta,b)-l = T -a,-b' (See 
Problem 3.30 for details.) 

2. A counterclockwise rotation about the origin through an angle e is the mapping p. 

defined by = (x cos e - Y sin e, x sin e + Y cos e) 

For each e, p. is an isometry and (p.)-l = p_.' (See Problem 3.31 for proof. Problem 
3.32 shows why p. is called a rotation through e.) 
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3. Define a reflection in OX to be the map a y where 

(x, y)a
y 

= (x, -y) 

This is readily seen to be an isometry and it is easy to show that (a)-l = ay (Problem 
3.33). 

Since t is the product of two reflections, we call it a reflection. This is a convenience 
which will simplify the statement of Theorem 3.8. 

Problems 

3.30. Show that 'Ta,b is an isometry and that ('Ta,b)-l = 'T-a,-b' 

Solution: 

First we must show that 'Ta,b ESE' so we must show that it is a one-to-one onto mapping. 
(x, Y)'Ta,b = (x', Y')'Ta,b clearly implies (x, y) = (x', y'). If (x, y) E E, then (x - a, y - b)'Ta,b = 

(x,y) and so 'Ta,b is onto. Hence 'Ta,b ESE' Is 'Ta,b an isometry? If A = (XA,YA) and B = (XB,YB), 
then 

d(A,B) 

and 'Ta,b is an isometry. (x,Y)'Ta,b'T-a,-b = (x+a,y+b)'T-a,-b = (x,y). Hence 'Ta,b'T-a,-b=" 

Similarly, 'T-a,-b'Ta,b =, and so ('Ta,b)-l = 'T-a,-b' 

3.31. Show that p. is an isometry and that (p.) -1 = P _. • (Hard.) 

Solution: 

We must show first that p is an element of SE' (x, y)p = (x', y')p implies • •• 
x cos (J - Y sin (J 

x sin (J + y cos (J 

x' cos (J - y' sin (J 

x' sin (J + y' cos (J 

Multiply the first equation by cos (J and the second by sin (J and add to obtain 

x(cos2 (J + sin2 (J) + (-y cos (J sin (J + y cos (J sin (J) 

= x'(cos2 (J + sin2 (J) + (-y' cos (J sin (J + y' cos (J sin (J) 

(3.5) 

Since cos2 (J + sin2 (J = 1, x = x'. Similarly by multiplying the first equation of (3.5) by sin (J and 
the second by cos (J and subtracting the first from the second, we find y = y'. Hence p. is one-one. 

Is it onto? In other words, can we find (x, y) such that (x, y)p = (a, b) for any (a, b) E R2? 

That is, does there exist a solution to • 

x cos (J y sin (J - a 
(3.6) 

x sin (J + y cos (J b 

for x, y E R? We solve these equations for x and y using the same stratagem as above, i.e. multiply 
the top equation by cos (J and the bottom by sin (J and add to obtain 

x(cos2 (J + sin2 (J) = a cos (J + b sin (J or x = a cos (J + b sin (J 

Multiply the first equation of (3.6) by sin (J and the second by cos (J and subtract the first from the 
second to obtain 

y = y(sin2 (J + cos2 (J) b cos (J - a sin (J 

On substituting these values of x and y in (3.6), it is easily seen that they satisfy the equation. 

(The reader who knows that the condition for existence of a solution to (3.6) is 
can verify the existence of a solution to (3.6) immediately.) 

Finally, is p. an isometry? If A = (XA,YA) and B = (XB'YB)' then 

I 
c~s (J 

sm(J 
-sin(J I # 0, 

cos (J 
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d(Ap ,Bp ) 
e e 

Y[(XA cos 0 - YA sin 0) - (XB cos 0 - YB sin 0)]2 + [(xA sin 0 + YA cos 0) - (XB sin 0 + YB cos 0)]2 

Y[(XA - Xn) cos 0 - (YA - YB) sin of + [(XA - xB) sin 0 + (YA - YB) cos of 

Y(XA - XB)2 [cos2 0 + sin2 0] + (YA - YB)2 [cos2 0 + sin2 0] 

Y(XA - XB)2 + (YA - YB)2 = d(A, B) 

and thus P is an isometry. 
e 

(x cos 0 - Y sin 0, x sin 0 + Y cos o)p 
-e 

[(x cos 0 - Y sin 0) cos (-0) - (x sin 0 + Y cos 0) sin (-0), 

(x cos 0 - Y sin 0) sin (-0) + (x sin 0 + Y cos 0) cos (-0)] 

[x(sin2 0 + cos2 0), y(sin2 0 + cos2 0)] (x, y) 

and so PeP- e = t. Similarly P-ePe = t. 

3.32. Show that (0,0) is equidistant from (x, y) and (x, Y)P
e

' and that the smallest angle between the line 

Ll joining (x, Y)Pe and (0,0), and the line L2 joining (x, y) and (0,0), is 0 when ° === 0 === 11", or 

211" - 0 when 11" === 0 === 211". 

Solution: 
As we have shown in Problem 3.31, d«O, 0), (x,y)) = d«O,O)P

e
, (x,y)p) = d«O, 0), (x,y)p). We 

remind the reader of the formula for calculating the angle between two lines meeting at the origin. 
If the one line Ll has end point (al' bl) and the other L2 has end point (a2' b2), then the cosine of 
the angle between Ll and L2 is given by 

y(a2 + b2 )(a2 + b2 ) 
1 1 2 2 

Put (a l , bl ) = (x, Y), (a2' b2) = (x, y)p o. Then if fl is the smallest angle between the lines Ll and L 2 , 

cos fl = (X2 + y 2) cos 0 

Y (X2 + y 2)(X2 + y 2) 

= cos 0 

Hence fl = 0 if ° === 0 === 11", and fl = 211" - 0 if 11" === 0 === 211". 

3.33. Show that Uy is an isometry and that u; = t. 

Solution: 

If A = (XA' YA) and B = (XB' YB), 

d(Auy, Buy) Y(XA - XB)2 + (-YA - (-YB))2 = d(A, B) 

and so uy preserves distance. Obviously (x, y)uy = (x', Y')uy implies (x, y) = (x', y'). And uy is 
clearly onto, for (x, -y)uy = (x, y). Hence uy is an isometry. (x, y)uyuy = (x, -y)uy = (x, y). Thus 
2_ 

u y - t. 

3.34. Show that rotations about the origin form a subgroup of I. 

Solution: 
Po, the rotation through zero degrees, is the identity; hence the set of rotations is not empty. 

If Pe,Pq, are two rotations, (pq,)-l = p(_q,)" Put -¢ = '1', as it is annoying to carry the minus sign. 
Is P (p )-1 = P P .•. a rotation? 

e q, e ~ 

(x cos 0 - y sin 0, x sin 0 + y cos o)p,!! 

«x cos 0 - y sin 0) cos '1' - (x sin 0 + Y cos 0) sin '1', 

(x cos 0 - y sin 0) sin '1' + (x sin 0 + y cos 0) cos '1')) 

(X (cos 0 cos '1' - sin 0 sin '1') - y(sin 0 cos '1' + cos 0 sin '1'), 

x(cos 0 sin '1' + sin 0 cos '1') + y(cos 0 cos '1' - sin 0 sin '1')) 

(x cos (0 + '1') - Y sin (0 + '1'), x sin (0 + '1') + y cos (0 + '1')) 

(x, Y)Pe+,!! 

Hence PeP,!! = P(e+'!!l' and Pe(prp)-l is a rotation. Thus the rotations form a subgroup of I. 
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3.35. Show that the reflections about OX form a subgroup of I. 

Solution: 
We have only two elements, for there are only the two reflections, and (1y. Since we have shown 

that (1y = (1-1, we quickly verify that the two possible products of a reflection and the inverse of a 
reflection is Yagain a reflection. Hence the set of reflections forms a subgroup of I and is of order 2. 

3.36. Show that the set of translations forms a subgroup of I. 

Solution: 
Ta.b(Tc.d)-l = Ta.bT-c.-d = Ta-c.b-d is easily verified as 

(x,Y)Ta,bT-c,-d = (x+a,y+b)T_c.-d = (x+a-c,y+b-d) 

and thus the set of translations forms a subgroup of I. 

3.37. Find an element of SE that is not an isometry. 

Solution: 

(x, y)Ta-c,b-d 

Let (1 E SE be defined by (x, Y)(1 = (x, y) except that (0,0)(1 = (1,0) and (1,0)(1 = (0,0). It 
is easy to verify that (1 ESE' Now if A = (0,0), B = (1,0) and C = (0,1), then 1 = d(A, C). 
d(A(1, C(1) = d(B, C) = V2 ~ d(A, C). Hence (1 is not an isometry. 

d. Isometries are products of reflections, translations and rotations 

We will prove in this section that an isometry is determined uniquely by its action on 
any three points not all on a straight line. This enables us to prove that every isometry is 
expressible as the product of a reflection, a translation and a rotation. (Note, however, 
that there are isometries that are neither reflections, rotations, nor translations.) 

Lemma 3.6: Let u E I. Let A, Band C be three noncollinear points in E. Let Au = A', 
Bu = B' and Cu = C'. Then A'B'C' is a triangle congruent to ABC. 

Proof: d(A', B') = d(A, B), d(A', C') = d(A, C) and d(B', C') = d(B, C). Thus we have 
two triangles with corresponding sides equal, and so 6.ABC is congruent to 6.A'B'C'. 

Lemma 3.7: If u and T, elements of I, have the same effect on three points A, B, C which 
do not lie on a straight line, then u = T. 

Proof: Let D be any point of E. Let d(D, A) = a, d(D, B) = band d(D, C) = c. Let 
A' = Au = AT, B' = Bu = BT and C' = Cu = CT. Then the distance of Du from A' is a, 
from B' is b, and from C' is c. Similarly DT is a distance a from A', b from B', and c from 
C'. Geometrically it is possible to see that Du = DT, for both Du and DT lie on the inter­
section of three circles: 0 1 with center A' and radius a; O2 with center B' and radius b; 
and 0 3 with center C' and radius c. 

Two circles intersect in two points at most. Hence 0 1 and O2 determine two points. 
It is possible for Du and DT to be these two points. But we shall show that as Du and DT 
must lie on 03, they must be the same point. If this is not so, then 01, 02 and 0 3 have two 
points in common. We shall prove geometrically then that A, B, C must lie on the same 
straight line. 

Let three circles with centers A', B' and C' inter­
sect in two points P and Q. Without loss of gen­
erality we may assume that B' lies between A' and 
C'. A' P = A'Q and B'P = B'Q; hence A' B' lies on 
the perpendicular bisector of PQ. Similarly B'C' 
lies on the perpendicular bisector of PQ. Therefore 
A' B'C' is a straight line. But 6.ABC is congruent 
to 6.A' B'C' by Lemma 3.6. Hence ABC lies in a 
straight line. But we assumed this was not so. 
This contradiction proves Lemma 3.7. 

C' 
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Theorem 3.8: Every isometry of E is expressible as the product of a reflection, a rotation 
and a translation. 

We present an intuitive proof first. The formal proof below follows exactly the same 
steps. 

Intuitive proof: Let a E I. Let A = (0,0), B = (1,0) and G = (0,1) as shown in 
Fig. 1. Our idea is first to find a-I as a product, "0/, of a translation, a rotation and a 
reflection. It is easy then to prove a is the product of a reflection, rotation and translation. 
So we must find a "0/ which is the product of a translation, rotation and reflection such that 
u"o/ = t. To check that a"o/ = t, we need only prove that for the three noncollinear points 
A, B, G the effect of t and a"o/ is the same (Lemma 3.7). We build "0/ in three stages so that 
we bring (a) Aa to A; (b) Ba to B; (c) Ga to G. Let Au = (a, b). 

C 

o A 

Fig. 1 

Bu-

-_ Au 
Cu 

B X o 

C BUT_a -b = B' 
~ , 

/ 
/8 B 

A = AUT_a,-b X 

-CUT_a,-b 

Fig, 2 

C 

B= 
BUT_a,-bP-O 

~------~----~---X o A = AUT_a,-bP-O 

CUT -a, -bP-O = C' 

Fig. 3 

Apply the translation T -a, -b which moves each point a distance d(A, Ao-) parallel to the 
line joining Aa and A, so that AaT -a, -b = A. Let B' = BaT -a, -b' Then B' A is at an angle 
8, say, to OX and, since T -a, -b and a are isometries, is of length 1. See Fig. 2. 

Apply the rotation through an angle of -e that takes B' onto B. Let G' = GaLa, -b p_.' 

Then since a, T -a, -b and p_. are isometries, G' is at a distance 1 from A and a distance 
V2 from B. Hence G' is either as in Fig. 3, in which case let p. be the reflection in OX, or 
else G' = G, in which case let p. be the identity reflection. Let "0/ = P.-a,-bP_.P.' Since 
A, Band G are mapped to A, Band G by a"o/, a"o/ = t by Lemma 3.7. Hence, using our 
remark on the inverse of a product in Section 2.4, page 34, 

a = "0/-1 = p.-I(p_.)-I(La,-b)-1 = p.p. Ta,b 

and the theorem is true. 

Formal proof: We follow the same three steps and use the same notation. Thus 
A = (0,0), B = (1,0), G = (0,1) and a E I. 

(a) Suppose Aa = (a, b). Then AaT -a,-b = A. 

(b) B' = BaT -a, -b must be a distance 1 from A, since 1 = d(A, B) = d(AuLa, -b' BaLa, -b ) = 
d(A, B'). Hence B' is of the form (cos e, sin e) for some angle e. [This is a well known 
fact of coordinate geometry. All we must check is that if B' = (d, e) with d2 + e2 = 1, 
the equations cos e = d and sin e = e can be solved for e.] Then 

B' P-o 

Also, A p_. = A. 

(cos e, sin e)p_. 
(cos e (cos -e) - sin e (sin -e), cos e sin (-e) + sin e cos (-e)) 
(cos2 e + sin2 e, 0) = (1,0) = B 
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(c) C' = CaT_a._bP_. is a distance 1 from A and v'2 from B, since AaT_a,_bP_. = A, 

BaL a, -bP-. = B, and aLa, -b p_. is an isometry. Thus C' = (0,1) or (0, -1). Let fJ- be 
the identity if C' = (0, 1), and let fJ- be the reflection ay if C' = (0, -1). Put 
'IfF = T_a,-bP-ofJ-' Then Aa'IfF=A, Ba'IfF=B and Ca'IfF=C. Hence a'IfF=L by Lemma 
3.7, and a = 'IfF- 1 = fJ-Ta.bP •. 

e. Symmetry groups 

Given a figure in the Euclidean plane, we shall define a group which we will call the 
symmetry group of the figure. 

The word symmetry is not sufficiently precise for the needs of Chemistry and Physics; 
so instead of talking about symmetry, we talk about symmetry groups. In comparing two 
figures, it usually turns out that what one would normally think of as the more symmetrical 
figure has a symmetry group of greater order than the less symmetrical figure. Also, the 
symmetry group of what we would normally call a non-symmetrical figure usually turns 
out to be of order 1. More generally, we will be concerned with subsets of the Euclidean 
plane. (Clearly, a figure is a subset of the Euclidean plane.) 

Theorem 3.9: Let S be any subset of the Euclidean plane. The set, denoted by Is, of all 
a E I such that (i) S E S implies Sa E Sand (ii) ta E S implies t E S, 
forms a subgroup of I, called the symmetry group of S. (An element of Is, 
therefore, is characterized by its mapping elements of S, and only elements 
of S, into S.) 

Proof: Is ¥= 0, as the identity mapping of the Euclidean plane into itself is in Is. If 
IJ, T E Is, is aT- 1 E Is? We first prove T- 1 E Is. If S E S, (ST- 1)T = S E S. Because T E Is, 
(ii) implies ST- 1 E S. Thus T- 1 satisfies (i), i.e. S E S implies ST- 1 E S. 

To show T- 1 also satisfies (ii), let tT- 1 E S. Then (tT- 1)T = t E S, since T satisfies (i). 
Hence T- 1 satisfies (ii), and T- 1 E Is. 

Now we show aT- 1 E Is. Let S E S. Then Sa E Sand SaT- 1 E S, since a and T- 1 are 
in Is. Therefore aT- 1 satisfies (i). If taT- 1 E S, since T- 1 satisfies (ii), we have ta E S. 
Furthermore, since a E Is, (ii) implies t E S and consequently aT- 1 also satisfies (ii). 
Hence aT- 1 E Is and Is forms a subgroup of I. 

Problems 

3.38. Find a plane figure S such that 

U = {O' I 0' E I and for all 8 E S, 80' E S} 

does not form a subgroup of I. (In other words, in Theorem 3.9 we cannot drop condition (ii).) 

Solution: 
Let S be the infinite half-line starting at (1,0), i.e. S = {(x, 0) I x "'" I}. Then Tl,O E U. Now 

Tt:~ = T_l,O' But T_l,O moves (1,0) E S to (0,0) (/:. S. Hence U is not a subgroup. 

3.39. Find the orders of the symmetry group of 

(i) (ii) 

G I
Y H 

I 1 i 1 1 

-----12- ---x 
I 

1 I 1 

J I 

1 

~rl~~~ ____ 1~0 ______ -;D L 11 
B 11 C 

(iii) 

IK 

1+1 

M~L 
Y?-
IN 
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(Hint: Use Theorem 3.8 and argue intuitively. A useful intuitive approach for this problem is to 
cut a cardboard figure corresponding to each figure, label its vertices on both sides, and draw its 
perimeter onto a sheet of paper. The isometries are obtained on moving each cardboard figure so 
that it lies on the drawn perimeter.) 

Solution: 
(i) Let S = ABCDEF. Let the images of A, B, C, D, E and F under (J E Is be denoted by 

A', B', C', D', E' and F'. By Theorem 3.8 it is easy to see intuitively that the image of the plane 
figure S will be the congruent figure A' B'C'D'E'F', since Theorem 3.8 states that every element 
of I is a product of a reflection, rotation and translation. But if a rigid body is rotated, 
translated or reflected it retains the same shape. Now A' B' must lie along AB, as all other 
sides of S are either smaller or larger than d(A', B') = d(A, B), which means F' must lie on 
F and hence E' on E, etc. Thus (J must be the identity. Accordingly Is = {,} and is of order 1. 

(ii) Let S = IJGH. Now IIsl is at least 8, for we have as members of Is: 

Sl: A reflection in the diagonal GI, 

GS1 = G, HS1 = J, IS1 = I. 

S2: A reflection in the diagonal HJ, 

GS2 = I, HS2 = H, IS2 = G. 

sa: A reflection in OX, 

GSa = J, HSa = I, ISa = H. 

S4: A reflection in OY, 

GS4 = H, HS4 = G, IS4 = J. 

S5: A clockwise rotation about 0 of 0 0
, 

GS5 = G, HS5 = H, Iss = I. 
S6: A clockwise rotation about 0 of 90 0

, 

GS6 = H, HS6 = I, IS6 = J. 

S7: A clockwise rotation about 0 of 1800
, 

GS7 = I, HS7 = J, IS7 = G. 

S8: A clockwise rotation about 0 of 270 0
, 

GS8 = J, HS8 = G, IS8 = H. 

That all of these are distinct is clear. Could IIsl be greater than 8? 

Let s E Is. d(G, I) = d(Gs, Is) = V2. Only two pairs of points of S are a distance V2 
apart, namely G, I and H, J. Therefore the line GsIs is one of the diagonals of S. Similarly 
the line HsJs is a diagonal of S. As s is a permutation of S, distinct points of S are mapped 
by s to distinct points. This means that at most the following possibilities arise: 

(1) GsIs is GI, HsJs is HJ or JH 

(2) GsIs is IG, HsJs is HJ or JH 

(3) GsIs is JH, HsJs is GI or IG 

(4) GsIs is HJ, HsJs is GI or IG 

Since these represent eight distinct cases and each involves the movement of three points 
not in a straight line, by Lemma 3.7 at most one isometry could correspond to anyone case. 
Then IIsl ~ 8. But we have already exhibited eight elements of Is. Hence IIsl = 8. 

(iii) Let S be the triangle KLM. Then Is contains the following elements: 

(a) (J1, the identity mapping of I, 
K(J1 = K, L(J1 = L, 1I1(J1 = M. 

(b) (J2' the reflection in KN, 
K(J2 = K, L(J2 = M, M(J2 = L. 

Hence IIsl:=O 2. Let (J E Is. Since d(M, L) = V2 and the only two points of KLM which are a 
distance V2 apart are Land M, then either 
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(a) Mu = M, Lu = L. Then as K must be a distance 1 from both M and L, Ku = K. 

or 
(b) Mu = L, Lu = M. Then as K must be a distance 1 from both Mu and Lu, i.e. from 

M and L, and K is the only point of S which is a distance 1 from both Land M, 
Ku = K. Hence !/sl ~ 2, by Lemma 3.7. Therefore Ilsl = 2. 

f. The dihedral groups 

Let S be a regular n-gon, n> 2, e.g. one of the figures below. We will show that in 
any isometry of S, vertices are taken to vertices. This will make it easy to determine the 
order of the symmetry group of a regular n-gon, n > 2. 

0
1 

1 1 0
1 

1 1 

We will take the following geometrical lemma for granted. 

Lemma 3.10: Every regular n-gon can be circumscribed by one and only one circle. 

We call the center of the circumscribing circle of an n-gon its center. 

Lemma 3.11: The center of a regular n-gon S is taken onto itself by any element of Is. 

Proof: Since every point of S is within a distance r, say, from the center 0, and II is 
an isometry, then every element of SII is within a distance r from 01I. Also, there are points 
of SII which are exactly a distance r from 01I, as there are points of S which are exactly a 
distance r from O. But SII = S. Hence the circle with radius r and center OII is a circum­
scribing circle of S. But by the previous lemma there is only one circumscribing circle of S. 
Thus OII = O. 

Lemma 3.12: If S is a regular n-gon and II E Is, then vertices of S are taken onto ver­
tices of S by II. 

Proof: If A is a vertex of Sand 0 is the center of S, OII = 0 by Lemma 3.11. 
d(OII, AlI) = d(O, AlI) = d(O, A). Hence AlI is a distance r from 0, where r is the radius of 
the circumscribing circle C. The only points of S on the circumference of C are vertices. 
But AlI is an element of S on the circumference of C. Thus AlI is a vertex. 

The symmetry group of the regular n-gon is called the dihedral group of degree n. We 
can now calculate the orders of the dihedral groups. 

Let the vertices of a regular n-gon S with center 0 be AI, ... , An (in a clockwise 
direction). 

Let II., 1 ~ j ~ n, rotate S about 0 in a clockwise direction through an angle 27rU -1) 
J n 

radians ( = 3!O U -1) degrees) so that Al<1j = A
j

• As an example, the effect of <13 on the 

regular pentagon is shown below. 
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Let , be the reflection about the line through Al and 0, so that AI' = AI' A
2

, = An' 

The effect of , on the regular pentagon is shown. 

o 

~-~---4Aa 

T - o 

The following diagram illustrates the effect on a regular pentagon of the reflection, fol­
lowed by the rotation O"a' 

T -
The elements 0"1' ••• , O"n' ,0"1' ••• , TUn are all distinct. For certainly O"j"l'= O"k' j"l'= k, as 

AlO"j "1'= AlO"k' j"l'= k. If TO"j = O"k' then AlTO"j = AlO"j = AlO"k' Thus 'O"j = O"k implies j = k. 
But TO"j = O"j implies ,= 0"1' the identity, contrary to assumption. Finally, TO"j = 'O"k implies 
O"j = O"k' 

So there are at least 2n possible elements of the dihedral group of degree n. But we can 
easily show that there are no more than 2n. For if 0" E Is, S the regular n-gon, then there 
are n possibilities for AlO". As vertices are taken to vertices, AlO" is one of AI' ••• , An' 

A 20" has only two possibilities once AlO" is determined as d(AlO", A 20") = d(Al' A 2), and A 20" 

must also be a vertex. Once AlO" and A 20" are determined, AiO", i = 3,4, ... , n are also deter­
mined. Hence there are at most two elements 0" E Is which map AlO" to A j• Thus there are 
at most 2n elements of Is, and so II sl = 2n. 

Let D n denote the dihedral group of degree n. 

Problems 
3.40. Find Da and its multiplication table. 

Solution: 
The elements of Da are the O'j. TO'j above. Note that O'j0'2 - O'j+ 1 if 1 "'" j "'" 2. and O'a0'2 = 0'1' 

Also note that T- l = T and O'iT = T20'iT = TTO'iT. Now TO'IT = 0'10 since 0'1 is the identity; T0'2T = O'a. 

as AlT0'2T = Al0'2T = A2T = Aa; and A2T0'2T = Aa0'2T = AlT = AI' So O'aT = T0'2 and TO'a = 0'2T. Ac­
cordingly the mUltiplication table is as follows: 

0'2 T 

0'1 0'2 O'a T T0'2 TO'a 

0'2 0'2 O'a 0'1 TO'a T T0'2 

O'a 0'1 0'2 T0'2 TO'a T 

T T T0'2 TO'a 0'1 0'2 O'a 

T0'2 T0'2 TO'a T O'a 0'1 0'2 

TO'a T T0'2 0'2 0'3 0'1 
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3.41. Show that the following are subgroups of D3: (0 {0"1}, (ii) {0"1' 0"2' 0"3}, (iii) {r0"2'0"1}' (Notation is 
the same as in the preceding problem.) 

Solution: 
It is only necessary to check in each case that the set is not empty and if g, h belong to the set, 

gh- 1 belongs to the set. It is easy to calculate gh- 1 from the multiplication table of Problem 3.40. 

3.42. Find D 4 , the symmetry group of the square, and its multiplication table. 

Solution: 
Notice that we have already found the elements of D4 in Problem 3.39(ii). We will, however, 

use the notation of Section 3.4f, i.e. O"j' j = 1,2,3,4, for the rotations and r for the reflection. 
Accordingly the elements of D4 are O"j and rO"j' j = 1,2,3,4. Now O"j0"2 = O"j+ 1 for 1 '"'" j '"'" 3, 
0"40"2 = 0"1, and O"iO"j = O"jO"i for all i and j. Also r- 1 = r, O"ir = rrO"ir, and rO"lr = 0"1' 

We show r0"2r = 0"4' A1r0"2r = A10"2r = A 2r = A 4, A2r0"2r = A40"2r = A 1r = Alo and Aar0"2r = 
A30"2r = A4r = A 2• Furthermore A 10"4 = A 4, A 20"4 = Alo and A30"4 = A 2• Since r0"2r and 0"4 have the 
same effect on the three points A 1, A2 and A 3, r0"2r = 0"4 by Lemma 3.7. 

The following calculations facilitate the construction of a multiplication table for D 4• O"~ = 0"3 

implies r0"3r = rO"~r = (r0"2r)(r0"2r) = O"! = 0"3, and 0"4 = 0"30"2 implies r0"4r = r0"30"2r = (r0"3r)(r0"2r) = 
0"30"4 = 0"2' Hence 0"2r = rr0"2r = r0"4, 0"3r = rr0"3r = r0"3, and 0"4r = rr0"4r = r0"2' It is now easy to 
construct the table: 

r0"2 

0"1 0"2 0"3 0"4 r r0"2 rO"a r0"4 

0"2 0"2 0"3 0"4 0"1 r0"4 r r0"2 r0"3 

0"3 0"4 0"1 0"2 r0"3 r0"4 r r0"2 

0"4 0"1 0"2 0"3 r0"2 rO"a r0"4 r 

r r0"2 r0"3 r0"4 0"1 0"2 0"3 0"4 

r0"2 r0"3 r0"4 r 0"4 0"1 0"2 0"3 

r0"3 r0"4 r r0"2 0"3 0"4 0"1 0"2 

r0"4 r r0"2 r0"3 0"2 0"3 0"4 0"1 

3.5 THE GROUP OF MOBIUS TRANSFORMATIONS 
a. Defining the group 

The complex numbers can be represented as points of the Euclidean plane E, the com­
plex number z = x + iy corresponds to the point with coordinates (x, y). Instead of inquiring 
(as we did in Section 3.4c) what are the permutations of E that preserve distance, we inquire 
what are the permutations of E that preserve both angles and their orientation. These are 
called conformal mappings. It can be shown (see Ford, L. R., Automorphic Functions, 
Chelsea, 1951) that the mappings az + b 

u = u(a, b, c, d): z ~ cz + d 

where a, b, c, d are fixed complex numbers such that ad - be # 0, preserve angles and their 
orientation. But u(a, b, c, d) is not always a mapping of E to E. Two things can go wrong. 
If c # 0, then: 
(i) Zu is not defined if z = -d/c, as then the denominator becomes 0. 
(ii) There is no complex number that maps to a/c. For suppose Zu = a/c, then az + b = 

(cz + d)a/c and b - ad/c = ° and hence be - ad = 0, the very condition we assumed 
did not hold. 
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It seems as if we have been cheated in our efforts to argue analogously to Section 3.4c 
in order to prove the a for various a, b, c, d form a group, because not all the a are 
permutations of E. 

However, by adding an extra element 00 to E and forming E u {oo} = E we can over­
come these difficulties. 00 is any object outside E. It is customary to write 00 for historical 
reasons. The reader is cautioned that just as the symbol x can have different meanings 
(e.g. x is sometimes a number and sometimes an element of a group or a groupoid, etc.), so 
00 has different meanings. The 00 we introduce should not be confused with the 00 in such 

expressions as lim 1 = 0; it is logically distinct. 
x-+cc x 

Our idea is to extend a to E in order to patch up the difficulties (i) and (ii) above so that 
a E SE5, the symmetric group on E. 

az + b 
(a) If c = 0, define Za = CZ + d for any complex number z, and put OOa = 00. 

az + b 
Za = CZ + d for Z ¥ -d/c, z E C, the complex numbers. 

(3.7) 

(b) If c # 0, put Put 

(-d/c)a = 00 and OOa = a/c 

In (a) we have no real problem. Having had to add an extra element, we just let it map 
to itself. In (b) we neatly get rid of both difficulties (i) and (ii) above, for we have both 
defined (-d/c)a and found an element to map to a/c. 

M will denote the set of all mappings of E to E defined by (3.7). We will show that M 
is a subgroup of S if' leaving most of the checking of details to the problems. 

First, each of the a(a, b, c, d) is a member of S E (Problem 3.45). Next, the inverse of 
a(a, b, c, d) is given by a(-d, b, c, -a) (Problem 3.44). Finally, 

for some choice of a3, b3, C3, d 3 (Problem 3.46). Note that a(l, 0, 0, 1) is the identity mapping 
(denoted by L). Hence the product of an element of M and the inverse of an element in M 
belongs to M. Thus M is a subgroup of S E' It is called the group of Mobius transformations. 

Problems 

3.43. Determine the image of (i) i, (ii) 1 + 2i, (iii) "', and (iv) -1/3 under 0'(2,1,3,1). 

Solutions: 

(i)' 2i + 1 
to' = 3i + 1 

(ii) (1 + 2') 2(1 + 2i) + 1 9 1. 
t 0' = 3(1 + 2i) + 1 = 13 - 26 t 

(iii) 000' = 2/3 

(iv) -1/30' 

3.44. Show that O'(-d, b, c, -a) is the inverse of O'(a, b, e, d), given ad - be # 0. 

Solution: 
Case (a): e = 0. 

zO'(a, b,O,d) O'(-d, b,O,-a) = [(az:b)(_d) + b]/(-a) = z 

00 O'(a, b, 0, d) O'(-d, b, 0, -a) = 00 O'(-d, b, 0, -a) = 00 

Case (b): e # 0. 

(i) z = -die. 
z O'(a, b, e, d) O'(-d, b, c, -a) 00 O'(-d, b, e, -a) -die z 
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(ii) Z ¥ -dlc or "". Then 

Z u(a, b, c, d) u(-d, b, c, -a) [ ( ~; ~ !) (-d) + b J/[ (~; ~ !) c - a J 
bcz + bd - adz - bd 
azc + bc - acz - ad 

(bc- ad)z 
bc - ad 

"" u(a, b, c, d) = alc and (alc) u(-d, b, c, -a) = "" 

Hence u(a,b,c,d)u(-d,b,c,-a) = ,. 
Similarly we can show that u(-d, b, c, -a) u(a, b, c, d) = ,. 
Hence u(-d,b,c,-a) = u(a,b,c,d)-l. 

3045. Prove u(a, b, c, d) E S"E for any choice of a, b, c, d such that ad - bc ¥ O. 

Solution: 

79 

z 

In Problem 3.44 we have seen that each u(a, b, c, d) has an inverse. By Theorem 2.4, page 36, 
any mapping of a set into itself which has an inverse is a one-to-one onto mapping. Therefore 
u(a, b, c, d) is one-to-one and onto, and so u(a, b, c, d) is an element of S E' 

U6. Show that 

where a3 = ala2 + b2cl' b3 = a2bl + b2d v ca = alc2 + d2Cv and da = blC2 + d ld2. Prove also that 
a3d3 - b3C3 ¥ O. (Hint: This is very much an endurance test.) 

Solution: 

Let u(al, bl , Cl, d l ) = 0'1, u(a2, b2, C2, d2) = 0'2, and u(a3' b3, C3, d 3) = 0'3' Note that 

(alaZ + b2Cl)(b lC2 + d l d2) - (b l a2 + b2d l )(alc2 + d2Cl) 

= (aldl - blc l)a2d2 - (aldl - blCl)b2C2 = (aldl - blC1)(U2d2 - b2C2) ¥ 0 

Hence 0'3 is a Mobius transformation. 

then 

Now if z E E satisfies 

(A) if C1 ¥ 0, z ¥ -d1/c1 

(B) if Cz ¥ 0, zU1 ¥ -~/c2 

(C) if C3 ¥ 0, z ¥ -d3le3 

(D) z ¥ 00 

(u1a2 + b2Cl)Z + (a2b1 + b2d 1) 

(alc2 + d2C1)Z + (b1C2 + d 1d2) 

Thus except for restrictions (A), (B), (C) and (D), there is nothing more to prove. Since 0'10'2 and 
0'3 are permutations, we may ignore one of these cases, say (D). This obtains because if for all com­
plex numbers z, ZU1U2 = zUa, then"" can only be mapped to one element of E by 0'10'2 and ua. Ac­
cordingly we shall not consider Z = 00 in the following case by case analysis. 

Case (a), C1 = O. We have two possibilities: (i) c2 = 0, (ii) C2 ¥ O. 

(i) c2 = O. Then ca = u1C2 + c1dz = O. Thus (A), (B) and (C) do not restrict z, and we can 
conclude 0'10'2 = 0'3' 

(ii) c2 ¥ O. We first show Z = -d3/ca if and only if ZO'l = -d2Ic2' Z = -dalca implies 

-a1(b1C2 + d 1d2) + u1C2b1 

a1c2d l 
= 

A simple computation shows that ZU1 = (a1z + b1)/d1 = -d21c2 implies Z = -da/ca. Now if 
zUl = -d2Ic2' then ZU1U2 = (-d2Ic2)u2 = 00 and, as Z = -da/c3' Zua = 00. Z = -da/ea implies 
zU1 = -d2/c2' Thus ZUlU2 = 00 = zU3 in this case, and so 0'10'2 = O'a' 
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Case (b), CI 7'= o. Again there are two possibilities: (i) C2 = 0, (ii) C2 7'= O. 

(i) C2 = o. Then c3 = cldz and, as a2d2 - C2b2 7'= 0 implies d 2 7'= 0, it follows that C37'= O. 
Note also that -d31c3 = -dld2/cld2 = -dl/cl . Hence we need consider only the possibility 
Z = -dlicl • If Z = -dj/cb then, as c2 = 0, z"I"2 = 00"2 = 00 while z"3 = 00. Hence "1<72 = <73. 

(-d jic j)(ala2 + c l b2) + (bla2 + d jb2) 

bjC2 + d jd 2 

From aj/cI = -d2/c2 we have d2 = (-a lic j)c2 and 

a2( -at d l + b j Cj) a2 

al(-ajdl + blcl) 

cI(bjC2 + d jd 2) 

Now Z<71 = -d2/c2 = al/cl only if Z = 00, and we need not consider this case. Hence <71<72 = <73. 

(f3) C3 7'= o. Then al/cl 7'= -d2Ic2. If Z = -dl/c2' Z"I<72 = 00<72 = a21c2. 

(aja2 + b2cI)(-d jic j) + (a2bl + b2d j) 

(ajc2 + d2cI)(-dl ic j ) + (b1C2 + d l d2) 

a2(-ald j + blcl) 

c2(-ald l + bjcj) 

a2 

C2 

Finally if Z<71 = -d2Ic2' then Z = -d3/c3; for (alz + bj)/(clz + d l ) = -d21c2 implies alc2z + 
b1C2 = -c jd 2z - d ld 2. Hence (alc2 + c jd 2)z = -(bIC2 + d jd 2) and, as c3 = a lc2 + d2Cl 7'= 0, 
z = -(b1C2 + d 1d 2)/(alc2 + d 2cI) = -d3lc3. Therefore 

= 00 

3.47. Let <7(a, b, c, d) = <71 be a Mobius transformation and k a nonzero complex number. Show that 
,,(a, b, c, d) = ,,(ka, kb, kc, kd). 

Solution: 
Denote <7(ka, kb, kc, kd) by u. If z 7'= 00 or -dlc (if c 7'= 0), then, as k -7'= 0, Z<71 = az + db = 

kaz + kb cz + 
kcz + kd = zc;. To treat the special cases z = 00 or -dlc (when C 7'= 0), we first assume c = O. 

Then kc = 0, and 00<71 = 00 = 00 u by definition. Secondly, if c 7'= 0, then kc 7'= O. Therefore 

00<71 = ~ = ka = 00 Ci and - 0..<71 = 00 = (-kdlkc) u. Thus for all possible choices of z, we have 
c kc c 

Z<71 = zCi and hence <71 = iT. 

3.48. Show that the set of all Mobius transformations {<7(a, b, c, d) I ad - bc = 1}. 

Solution: 

Let M = {<7(a, b, c, d) I ad - bc = 1}. If <7 = <7(a, b, c, d) is any Mobius transformation, then, 

by definition, D = ad - bc 7'= O. From Problem 3.47 above we know that <7 = <7 ( ~, ~ ,_c_, _ ~). 
yD VD VD yD 

a d b c ad - bc - - . 
But _ In _ In - _ In _ In = d b = 1. Hence <7 E M. Furthermore, any element of M IS ob-

yD yD yD yD a - c 
viously a Mobius transformation. Thus M is the set of all Mobius transformations. 

3.49. Suppose ad - bc 7'= o. Prove <7(a, b, c, d) = L iff a = d and b = c = O. 

Solution: 
If <7(a, b, c, d) = L, then z = z<7(a, b, c, d). Hence 00 = 00 <7(a, b, c, d) implies c = o. 

o = O<7(a, b, c, d) = bid implies b = O. 

1 = l<7(a, b, c, d) = 1 • ~ implies a = d. 

If a = d and c = b = 0, then, using the results of Problem 3.47, <7(a, b, c, d) = <7(a, 0, 0, a) = 
<7(1,0,0,1) = L. 
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b. 2 X 2 matrices 

In this section we will define the group of two by two matrices and indicate its relation­
ship to the group of Mobius transformations. 

An array 

(3.8) 

of complex numbers a, b, c, d is called a two by two (2 X 2) matrix. (Since we will only 
deal with 2 X 2 matrices, we usually omit the adjective 2 x 2.) a, b, c and d are called the 
entries of matrix (3.8). Two matrices are equal if and only if their entries are the 

same, i.e. (~ ~) = (~: ~:) if and only if a = a', b = b', c = c' and d = d'. We define 

the product of two matrices as follows: 

(a c )(a' c') 
b d b' d' (

aa' + cb' ac' + Cd') 
ba' + db' bc' + dd' 

The product of two matrices is clearly a matrix. A calculation shows (Problem 3.51) matrix 
multiplication is an associative binary operation. 

The matrix I = ( 10 01) is the identity matrix, since 

(~ ~)(~ ~) = (a + 0 0 + c) 
b+O O+d 

In order to determine which matrices have inverses, we define the determinant of the matrix 

A = (~ ~) to be the complex number D(A) = ad - bc. It is easy to show D(A) D(B) = 
D(AB) for any two matrices A and B (see Problem 3.52). If A = (~ ~) and D(A) # 0, 
then 

( 

d -C) D(A) D(A) 

-b a 
D(A) D(A) 

is the inverse of A (see Problem 3.53(i)). If D(A) = 0, then A has no inverse (see Problem 
3.53(ii) ). 

We claim that the set 

(M {( ~ ~) I a, b, c, d complex numbers, ad - bc # O} 

with the operation of matrix multiplication is a group. For if A, B E (M, then, as 

D(A) D(B) = D(AB), D(AB) # 0 and AB E (M. The determinant of J = (~ ~) is 1. 

Hence the identity I is in (M. Furthermore if A E (M, then A-I E (M since D(A) D(A -1) = 
D(J) = 1 implies D(A -1) # O. Therefore (M is a group. We call (M the group of 2 X 2 mat­
rices over the complex numbers. 

The relationship between the group of Mobius transformations and the group of 2 x 2 
matrices is now evident. For in Problem 3.46 we found 
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where a3 = al0-2 + b 2cl, b 3 = a 2b 1 + b 2d 1, C3 = alC2 + d 2cl, and da = b 1c2 + d 1d 2. But by the def­
inition of multiplication, 

This does not mean the group of 2 x 2 matrices is identical with the group of Mobius 
transformations. For we have seen in Problem 3.47 that u(a, b, c, d) = u(ka, kb, kc, kd) for 

any complex number k =F O. But (~ ~) =F (~~ ~~), e.g. if k = -1. The precise rela­

tionship between the two groups will be given in Problem 4.81, page 120. 

Problems 

3.50. (i) Multiply (a)(_~ 1)(: -~), (b)(~ ~)G ~), (C)G ~)(: ~). (d)(: ~)(~ ~). 

(ii) Find the inverse of (a) G _~), (b) G ~), (c) (~ ~), (d) (~ ~). 

Solution: 

( 
8i -3 + 2i) (i) () 

a 20 - 2i 10 

(

14 !3 3i 
(ii) (a) 

14 + 3i 

14 : 3i) 

-7 
14 + 3i 

(
1 2C) 

(b) 0 1 

(b) G ~) (
-i 0) 

(c) 0 -i 
d) (l/a -clad) 

( 0 lid 

3.51. Show that matrix multiplication is an associative binary operation. 

Solution: 

Let A = (:~ ~: ), B = (:: ~: ), C = (:: ~:). Then 

A(BC) 

(
a1az + c1b2)aa + (alc2 + c1d2)ba (a1a2 + c1b2)ca + (a1c2 + C1d2)da) 

(b1a2 + d 1b2)aa + (b1C2 + d1d2)ba (b1a2 + d1b2)ca + (b 1C2 + d 1d2)da 

= (a1(a2aa + C2ba) + cl(b2aa + d2ba) al(a2Ca + C2da) + cl(b2Ca + d 2da») 
b1(a2aa + C2ba) + d 1(b2aa + d2ba) b1(a2ca + C.p3) + d 1(b2Ca + d 2d a) 

A check of entries shows (AB)C = A(BC). 

3.52. Prove D(A) D(B) = D(AB) = D(B) D(A), for any two matrices A and B. 
I 

Solution: 

(a C) (a' C') Let A = b d ,B = b' d' . (
aa' + cb' ac' + Cd') 

Then AB = ba' + db' bc' + dd' and 
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, 

3.53. 

D(A)D(B) (ad - bc)(a'd' - b'c') = aa'dd' + bb'cc' - adb'c' - bca'd' 

(aa' + cb')(bc' + dd') - (ba' + db')(ac' + cd') 

D(AB) 

Because multiplication of complex numbers is commutative, D(.4) D(B) = D(B) D(A). 

Let A (
ab dC) be a matrix. Prove: 

(i) If D(A) ¥ 0, 
D(A) D(A) 

( 

d -c ) 

is the inverse of A. 
-b a -- --

D(A) D(A) 

(ii) If D(A) = 0, A has no inverse. 

Solution: 

(i) (~ ~)(n7:) D~~)) 
D(A) D(A) 

( 

ad- bc 
D(A) 

bd-db 

D(A) 

-ac + ac) 
D(A) 

-bc + da 
D(A) 

( Dt~) D~~))(: ~) 
D(A) D(A) 

(ii) If A' is an inverse of A, then D(A') D(A) = D(l) where J is the identity matrix. But D(J) = 1 
and D(A) = O. Since zero times any number is zero, A cannot have an inverse. 

3.54. Show that the following sets of matrices are subgroups of the group eM of 2 X 2 matrices. 

(i) 'l{ = {( a
b 

dC) I a, b, c, d real numbers, ad - bc ¥ 0 } 

(ii) U {( a
b 

dC) I a, b, c, d complex numbers, ad - bc = I} 
(iii) cP = {( ~ ~) I a, d, c complex numbers, ad ¥ 0 } 

Solution: (1 

(i) 'l{C;eM and J = 0 ~)E'l{. If A = (; ~)E'l{ then, as D~A)' D~)' D~A)' D~) 
are all real numbers, A -1 E 'l{ and 'l{ is a subgroup of eM, as it is easy to check that 'l{ is 
closed with respect to products. 

(ii) 1J C; eM and D(l) = 1, so J E U. Let A E U. Then D(A) D(A -1) = D(J) = 1 implies 
D(A -1) = 1. Hence U is a subgroup of ~~f, as it is easy to check that U is closed with respect 
to products. 

(iii) cP C; eM and J E CPo The inverse of A = (~ ~) is (l~a -::;d). Hence A -1 E cP if 

A E CPo Thus cP is a subgroup of oJIf, as it is easily checked that cP is closed with respect to 
products. 

3.6 SYMMETRIES OF AN ALGEBRAIC STRUCTURE 

a. Automorphisms of groupoids 

We have discussed isometries of plane figures. The corresponding one-to-one onto 
mapping of a groupoid is defined as follows. 

Definition: Let G be a groupoid. Then an automorphism a of G is a one-to-one mapping 
of G onto G such that (ab)a = aaba for all a, bEG. 
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Note that isometries preserve distance whereas automorphisms of groupoids preserve 
groupoid multiplication. As the analog to Theorem 3.5, page 67, we have 

Theorem 3.13: The set A of all automorphisms of a groupoid G is a subgroup of SG, the 
symmetric group on G. 

Proof: 

I. t, the identity mapping, belongs to A; hence A =F ~. 

II. If a, f3 E A and a, bEG then 

(ab)(af3) = ((ab)a)f3 = [(aa)(ba)]f3 = [a(af3)][b(af3)] 

Thus the composition of mappings is a binary operation in A. 

III. The identity mapping is an automorphism, and so A contains an identity. 

IV. (A,') is associative. 

V. If a E A, let a- 1 be the inverse of a; since a E SG, a- 1 makes sense. Let a, bEG and 
choose a', b' E A so that a'a = a, b'a = b. Then (a'b')a = abo Hence (ab)a- 1 = a'b' = 
(aa-1)(ba- 1). Thus A is a group, and hence a subgroup of SG. 

We call A the automorphism group of the groupoid G and sometimes denote it by 
aut (G). 

Problems 

3.55. Find the automorphism group of (G,o) where G = {a, b} and 0 is defined by the multiplication table 

(a) a b (b) a b 

:Effij :8±B 
Solution: 
(a) t, the identity mapping, is the only automorphism for the only other possibility is the mapping 

a defined by aa = band ba = a. But (bb)a = aa = band baba = aa = a; hence 
(bb)a =F (ba) • (ba). Thus a is not an automorphism. 

(b) Define a by aa = band ba = a. Note that xy = y. Hence (xy)a = ya = (xa)(ya). The auto­
morphism group therefore contains the two elements t and a. Notice aa:= t. 

3.56. Find the automorphism group of A 3. (For table of A3 see Problem 3.23(iii).) 

Solution: 
Theorem 2.6, page 44, showed that for any homomorphism a of a groupoid G into a groupoid 

G', i.e. a mapping of G into G' such that (glg2)a = glag2a for all gl, g2 E G, the image of an 
identity in G is an identity in G' and the image of an inverse of g EGis an inverse of ga, i.e. 
1a = l' (1 an identity of G and l' an identity of G') and if gh = 1 = hg, gaha = l' = haga. 

Now an automorphism of a group G is a one-to-one homomorphism of G onto G. Therefore if 
a is an automorphism of A 3, ta = t. Also ula is either U2 or Ul, as a is a one-to-one onto mapping. 
Hence there are at most two automorphisms of Aa. 

Let I be the identity mapping, i.e. tl = t, u1I = Ul, u2I = U2' Let A be the mapping tA = t, 
u1A = U2' U2A = Ul' On checking the homomorphism property, we see that I and A are automor­
phisms. Note that A2 = I. Thus the multiplication table is 

I A 

I~ 
A~ 
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3.57. Let a be any element of a group G. Define the mapping Pa of G into G by Pa: g --. a -I gao Prove 
that Pa is an automorphism of G and that PaPb = Pab where PaPb is the usual multiplication of 
mappings. 

Solution: 
Pa is clearly a mapping. If glPa = g2Pa' then a-Igla = U-lg2a and hence gl = gz. There­

fore Pa is one-to-one. Also Pa is onto, for if g E G, g has as pre-image aga -I. 

and so Pa is a homomorphism. Hence Pa is an automorphism. Note that we have used the associative 
law, so that our argument would not apply to a groupoid which is not a semigroup. If g E G, 

and thus Pab = PaPb' 

3.58. Find the automorphism group of S3' (Hint: Use Problem 3.57 to find six automorphisms. Then 
prove that there are no other automorphisms. This problem is difficult.) 

Solution: 
Refer to the multiplication table of S3 given in Section 3.3(a). By Problem 3.57, P , Pc; , Pu ' PT , 

, I 2 I 

PT2 ' PTa are all automorphisms of Sa· We use the notation of Section 2.4(c), page 37, to denote the 
effect of these mappings. We use the multiplication table of Section 3.3(a) to calculate the images 
under the automorphisms. 

C 
UI U2 'TI 'T2 'T3 ) (: UI U2 'TI 'T2 'T3 ) C 

UI U2 'TI 'T2 
'Ta) 

P, 
(TI (T2 'TI 'T2 'T3 

PU2 (TI (T2 'Ta 'TI 'T2 
P T2 (T2 (TI 'T3 'T2 'TI 

= (: (TI (T2 'TI 'T2 'T3 ) = C 
(TI (T2 'TI 'T2 'T3 ) = C 

(TI (T2 'TI 'T2 'T3 ) 
PUI (TI (Tz 'T2 'T3 'TI 

P TI 
(T2 (TI 'TI 'T3 'T2 

P T3 (T2 (TI 'T2 'TI 'Ta 

If P were another automorphism, then 'P - ,. Once (TIP is given, (T2P is known as (T2P = (TI(TI)P = 
(TIP (TIP· Now (TIP must be either (TI or (T2' for if say (TIP = 'TI' then (Tzp = (TIP(TIP = 'TI'TI = ,; but this 
contradicts P a one-to-one mapping, since 'P = L. Hence there are two possible choices for (TIP' 

Now 'TIP must be one of 'TI' 'T2 or 'Ta for if for example, 'TIP = (TI, then Lp = ('TI'TI)P = (TI(TI = (T2 = L, 

a contradiction. Hence there are 3 possible choices for 'TIP. But once (TIP and 'TIP are known, the 
effect of P on all the elements of S3 is known, since 

and 

So this means that there are at most six possible automorphisms. 

To find the multiplication table we use the result of Problem 3.57, that PaPb = Pab' 

PL 

p, p, PUI PU2 PTI PT2 PT3 

PUI PU2 p, PT2 PT3 PTI 

PU2 p, PUI PTa PTI PT2 

PT I PT3 PT2 p, PU2 PUI 

PT2 PTI PT3 PUI p, PU2 

PTa PT2 PTI PU2 PUI p, 
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h. Fields of complex numbers 

The complex numbers C have customarily two binary operations, addition and multi­
plication. Notice that if a, b E C, then a - b E C; and if b =1= 0, ab- 1 E C. We are often 
interested in a subset of C that satisfies the same conditions. This leads us to a field of 
complex numbers. 

Definition: A subset F of C is called a field of complex numbers if 

(a) 1 E F. 

(b) Whenever a, b E F, then also a - b E F. 

(c) Whenever a, b E F and b =1= 0, then ab- 1 E F. 

(The definition of field can be extended to sets which are not contained in the complex num­
bers. See, for example, Birkhoff and MacLane, A Survey of Modern Algebra, Macmillan, 1953.) 

Of course the complex numbers themselves form a field. Let F be a field. 

Recall that the set of complex numbers is a group under the usual binary operation of 
addition, denoted by (C, +), and that C* = C - {O} is a group (C*, x) under the usual multi­
plication of complex numbers (see Example 5, page 51). Therefore, using Lemma 3.1, 
page 55, for a subset of a group to be a subgroup, parts (a) and (b) of the definition of a 
field imply (F, +) is a subgroup of (C, +), and parts (a) and (c) imply (F*, x), F* = F - {O}, 
is a subgroup of (C*, x). In view of these remarks the definition of a field is equivalent to: 

Lemma 3.14: A subset F of C is a field of complex numbers if 

(1) (F, +) is a subgroup of (C, +), 

(2) (F*, x) is a subgroup of (C*, x) where F* = F - {O}, C* = C - {O}. 

Problems 

3.59. Show that Rand Q are fields of complex numbers. 

Solution: 
1 E R. If a, b E R, then a - b E Rand ab -1 E R whenever b # O. The same argument 

applies for Q. 

3.60. Which of the following sets are fields? 

(i) F = {a + by'2 I a, b E Q} 

(ii) F == {a + bi I a, bE Q}, i = R 
(iii) F == {a + bi I a, bE Z}, i == R 
Solution: 

(i) 1 == 1 + 0y'2 E F. Let a + by'2 and a' + b'y'2 be two elements in F. 

(a + by'2) - (a' + b'y'2) = (a - a') + (b - b')y'2 E F 

and if a' + b'y'2 "# 0, 

(a + by'2)(a' + b'y'2)-l 
aa' - 2bb' a'b - ab' 
a,2 _ 2b,2 + a,2 _ 2b,2 y'2 E F 

Therefore F is a field. 

(ii) F is a field. 1 + Oi == 1 E F. 

(a + bi) - (a' + b'i) == (a - a') + (b - b')i E F 

and, if a' + b'i # 0, 

(a + bi)(a' + b'i)-l == 
aa' + bb' a'b - ab' 

2 2+ 2 2i E F 
a' + b' a' + b' 

(iii) F is not a field, since 1 + i "# 0, 1 + i E F but (1 + i)-l == 1/2 - 1/2i El F. 
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c. Automorphisms of fields 

We have discussed isometries of the plane and automorphisms of groupoids. The cor­
responding one-to-one onto mapping of a field is defined as follows. 

Definition: A one-to-one mapping a: of a field F onto itself is termed an automot'phism 
if 
(i) (a + b)ll' = all' + bll' for all a, b E F. 
(ii) (ab)a = (aa)(ba) for all a, b E F. 

Note that the automorphisms of fields preserve both the operations of 
addition and multiplication. 

Theorem 3.15: The set A of automorphisms of a field F forms a subgroup of the sym­
metric group SF. 

Proof: We must prove 

I. A 7'=~; this is true since the identity mapping tEA. 

II. If a, (3 E A, then 

(a + b)(a(3) «a + b)a)(3 = (all' + ba)(3 = (aa)(3 + (ba)(3 = a(a(3) + b(a(3) 

and (ab)(a(3) «ab)a)(3 = [(aa)(ba)](3 = [(aa)(3][(ba)(3] = [a(a(3)][b(a(3)] 

for all a, b E F. Thus composition of mappings is a binary operation in A. 

III. The identity mapping is in A and is an identity element. 

IV. (A,') is a semigroup, since composition of mappings is associative. 

V. If a E A, then a E SF the symmetric group on F. Let 0'-1 be the inverse of a. We 
claim 0'-1 E A and so a will have an inverse in A as desired. Let a, b E F. Then as 
a is onto, we can find a', b' E F such that a = a'a, b = b'a. Then ab = (a'b')a and 
a + b = (a' + b')a. Consequently (ab)a- 1 = a'b' = (aa- 1)(ba-1) and (a + b)a- 1 = 
a' + b' = aa- 1 + ba- 1• Thus 0'-1 E A as desired. 

We have proved that the automorphisms of a field form a group. This group is ex­
tremely useful. For additional pertinent remarks and references, see Section 5.4a, page 158. 

Problems 

3.61. Find the automorphism group of Q. 

Solution: 
We will use the fact that (Q, +) is a group and (Q*, x), Q* = Q - {O}, is a group. Notice that 

(Q,X) is a groupoid (not a group, since 0 has no inverse) and, because of part (ii) of the definition, 
the automorphism of the field Q is also an epimorphism (see Section 2.5b, page 42) of groupoid (Q, X) 
onto (Q, X). Hence by Theorem 2.6, page 44, 1, the multiplicative identity of (Q, x), is mapped onto 
1 by any automorohism of Q. 

Let a be an auotmorphism of Q; then la = 1. Using mathematical induction we show na = n 
for all positive integers n. la = 1. Assume ka = k for some integer k "'" 1. Then (k + l)a = 
ka + la = k + 1, by the automorphism property of a. We conclude that na = n for all positive 
integers n. 

Now (Q, +) is a group and, by definition, any automorphism of Q is an epimorphism of the 
group (Q, +). Hence by Theorem 2.6, inverses are mapped onto inverses and the identity, 0, of (Q, +) 
is mapped onto O. Therefore (-n)a = -n for all positive integers n, since na = nand -n is the 
additive inverse of n. Furthermore, Oa = O. Hence ra = r for all integers. But the automorphism 

a is also an epimorphism of the group (Q*, X) onto itself so that (±r)-la = 1.. a = 1.... for all posi-
±r ±r 

tive integers r, because l is the inverse of r. Collecting these facts we see that if m (n "" 0) is any 

element in Q, then m a r= (m.!') a = mala = m' 1:.. = m. Therefore a is the i~entity mapping 
n n n n n 

and is the only possible automorphism of Q. The automorphism group of Q is of order one. 
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3.62. Find the automorphism group of F = {a + bV2 I a, b E Q}. 

Solution: 

Any rational number q is an element of F, since q + OV2 = q. If a is an automorphism of F, 

then for any q E Q, qa = q arguing as in Problem 3.61. Now V2 E F and (V2 V2)a = 2a = 2, 

since 2 is an element of Q. But V2 a V2 a = (V2 V2)a = 2a = 2, so that (V2 a )2 = 2 or V2 a = ±V2. 
We conclude that V2 has only two possible images under an automorphism of F. Hence 

(a + bV2)a = aa + (bV2)a = aa + baV2 a = a + b(V2 a). There are two possibilities: (1) 

(a + bV2)a = a + bV2, in which case a is the identity automorphism ,; (2) (a + bV2)a = a + b(-V2), 

in which case we must check to see whether a is an automorphism. If a: a + bV2 -"> a - bV2, then 

{(a + bV2 )(a' + b'V2)}a {aa' + 2bb' + (a'b + b'a)V2}a 

aa' + 2bb' - (a'b + b'a)V2 

and (a + bV2 )a(a' + b'V2)a (a - bV2 )(a' - b'V2) 
aa' + 2bb' - (a'b + b'a)V2 

Hence {(a + bV2)(a' + b'V2)}a (a + bV2)a(a' + b'V2)a 

Also, {(a + bV2) + (a' + b'V2)}a {(a + a') + (b + b')V2}a 

a + a' - (b + b')V2 
and (a + bV2)a + (a' + b'V2)a (a-bV2) + (a'-b'V2) 

(a + a') - (b + b')V2 

Hence {(a+bV2) + (a'+b'V2)}a (a + bV2)a + (a' + b'V2)a 

Thus a is an automorphism of F. The automorphism group of F has two elements , and 

a: a + bV2 -"> a - bV2. Notice aa = ,. 

d. Vector spaces 

In Physics we represent a force x by a straight line pointing in the direction the force 
is acting and of length proportional to the magnitude of the force. We shall assume for 
the moment that all the forces act on a fixed point 0 and act in the Euclidean plane E. 
It is then possible to represent a force by its endpoint, as we know it begins at O. Any 
point of course can be represented by its coordinates, so a force can be represented by the 
coordinates of its endpoint. 

We can talk of increasing the force x in magnitude by a factor 3, say. The resultant 
force is written as 3x. If x = (h 12), then 3x = (3h 3/2). Similarly if I is any real num­
ber, we define Ix to be the force x increased in magnitude by a factor I and we can prove 
Ix = (fh 112). 

The sum of two forces x = (h 12) and y = (gl, g2) is a third force z computed by the 
parallelogram law. Again it can be shown that z = (/1 + gl, 12 + g2). We write z = x + y. 
The set of all 2-tuples (h 12) is called a vector space of dimension 2 over the field of real 
numbers (because we can multiply the 2-tuples by real numbers). 

We shall generalize the concept of two dimensional physical forces in two ways: 

(i) We shall deal with arbitrary dimensions and not only 2 or 3. (We must therefore 
relinquish our contact with the real world.) 

(ii) We shall consider vectors that involve fields other than the real numbers. 

Let F be any field. Let V = Fn be the cartesian product of n copies of F. Then V 
consists of the n-tuples (h fz, ... , In) where Ii E F. 

If x = (h ... , In) and y = (gl, ... , gn) are two elements of V, and I E F, we define 
p.: V X V ~ V (i.e. p. is a binary operation in V) and w: F x V ~ V by 
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(x, y)p. 

(f, x)w 

(f1+u1,h+u2, ... ,fn+Un) 

(f/1. ... , ffn) 

We denote (x, y)p. by x + y, and (f, x)w by fx. 

V together with p. and w is called the vector space of dimension n over the field F. 

The elements of V are called vectors. 

Problems 
3.63. Find (i) (1,2,3) + (6,7,8), (ii) 4(6, -2, 0, 3). 

Solution: 
(i) (1+6,2+7,3+8) = (7,9,11) 

(ii) (4·6, 4· (-2), 4·0, 4·3) = (24, -8, 0, 12) 
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3.64. Prove that if x, y and z are elements of a vector space of dimension n, then x + y = y + x and 
(x + y) + z = x + (y + z). 

Solution: 
If x = (/v"''/n)'y = (U1""'Un) and z = (h1, ... ,hn), then x+y = y+x 

(11 + Uv ... , In + Un) as addition is commutative in any field. 

(x + y) + z = ((11 + U1) + hI' ... , (In + Un) + hn) = X + (y + z) by associativity of addition. 

3.65. Prove that if V is a vector space of dimension n, then the elements of V form an abelian group 
under the operation p.. 

Solution: 
V is an abelian groupoid by the preceding problem. (0,0, ... ,0) is the identity element. The 

inverse of (fI,/2,·· .,In) is (-/1,-/2" .. ,-In)' 

3.66. Prove that if e1 = (1,0, ... ,0), e2 = (0,1,0, ... ,0), ... , en = (0,0, ... ,1), then every element x 
of V can be represented uniquely in the form 

x = 11e1 + 12e2 + ... + Inen 

Solution: 
Suppose x = (Iv ... '/n). Then indeed x = 11e1 + 12e2+'" + Inen. 

If x = U1e1 + U2e2 + .,. +Unen, then (Iv·· ·,In) = (U1, ... ,Un)· Hence 11 = U1, 12 = U2, ... , 
In = Un and the representation is unique. 

e. Linear transformations. The full linear group 

Let V be a vector space and a: V ~ V. Then a is said to be a linear transformation 
of V if 

(i) (x + y)a = Xa + ya (ii) (fx)a f(xa), for all x, y E V and f E F 

For example, let (/1. h)a = (12, f1)' Then 

{(/1. f2) + (U1, U2)}a = (12 + U2, f1 + U1) = (f2, f1) + (U2, U1) = (/1. h)a + (U1, U2)a 

Also, 

Note that linear transformations preserve both the additive and the multiplicative structures 
of V. 

Now we have the analog of Theorems 3.13 and 3.15. First let us define Ln(V, F) to con­
sist of all one-to-one linear transformations of V, the vector space of dimension n over F. 

Ln(V,F) C. Sv, the symmetric group of V, clearly. 
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Theorem 3.16: Ln(V,F) is a subgroup of Sv. 

Proof: L E Ln(V, F) as L preserves both addition and multiplication. Hence Ln(V, F) =1= ~. 

If a E Ln (V, F), we ask whether a-I E Ln (V, F). a-I is one-to-one onto. Is it a linear 
transformation? Let x, y E V and t E F. Since a is onto, there exists Xl and Yl such that 
Xla = X and Yla = y. Of course Xl = Xa-t, Y l = Ya- l ; and (Xl + Yl)a = Xla + Yla = X + y. 
Hence 

(Xl + Yl) = (Xl + yl)aa- l = (X + Y)a- l 

and so Xa- l + Ya- l = (x + y)a- l. Also, (tXl)a = t(Xla) = tx; so ((txl)a)a-l = tXl = (tX)a- l, 
i.e. t(Xa- l) = (tX)a- l. Accordingly a-I E Ln(V,F). Thus if a,[3 E Ln(V, F), [3-1 E Ln(V, F) 
and we ask whether a[3-1 E Ln (V, F). We have 

(X + y)a[3-1 ((X + y)a)[3-1 = (Xa + Ya)[3-1 

(Xa)[3-1 + (ya)[3-1 = X(a[3-1) + y(a[3-1) 

and 

and thus Ln (V, F) is a subgroup of Sv' Ln (V, F) is called the full linear group of dimension n. 

Problems 

3.67. Show that if a is a linear transformation of V, a vector space of dimension n, then the effect of a 
is uniquely determined by its effect on the elements el> ... , en of Problem 3.66. 

Solution: 

By Problem 3.66 each element of V is of the form x = 11 el + ... + In en' Then Xa = 
11 (ela) + ... + In (ena). Hence the effect of a is known once its effect on the elements el,"" en is 
known. 

3.68. Show that if a is any mapping of {el"'" en} ~ V, then there exists a linear transformation 
a: V ~ V such that eja = eja, j = 1, ... , n. 

Solution: 

Each element of V is uniquely of the form Ilel + ... + Inen. Define a: V ~ V by 

(flel + ... + Inen) a = Il(ela) + ... + In(ena) 

Then a is a linear transformation, since 

and 

(fl + Ul)(ela) + ... + (fn + Un}(ena) 

(flel + ... + Inen) a + (Ulel + ... + Un en) a 

(ffl}(ela) + ... + (ffn)(ena) 

[{(fl el + ... + Inen)a} 

3.69. Is a E Ln(V,F) if a is a linear transformation and ela = ez, e2a = e3"'" en-la = en and 
ena = el? 

Solution: 

Yes. All we must prove is that a is one-to-one and onto. An arbitrary element 11 el + ... + In en 
has 12el + 13e2 + ... + Inen-l + 11 en as a pre-image. Also, 

implies 11=Ul,/2=U2' ... ,In=Un by Problem 3.66. Hence a is one-to-one. Thus aELn(V,F). 
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A look back at Chapter 3 

We have met many important groups, including groups of real and complex numbers, 
the symmetric group Sn, symmetry groups, the dihedral groups, the automorphism groups 
of groupoids and fields, and the full linear group. 

Groups thus arise in many different branches of mathematics, and hence general theo­
rems about groups can be useful in apparently unrelated topics. 

In subsequent chapters we will derive general theorems for groups. 

Supplementary Problems 

GROUPS 

3.70. Let n be any positive integer and let Gn = {a + bVn I a, bE Z} where Z is the set of integers. 
Prove that with respect to addition Gn is a group. When does Gn = Z? 

3.71. Let n be any positive integer. Let Gn = {a+ibVn I a,b E Z} where i = v'=i and Z is the set of 
integers. Is G n a group with respect to addition? Is Gn a group with respect to multiplication of 
complex numbers? 

3.72. Let D = Z X Z, Z the set of integers. Define (a, b) 0 (c, d) 
a group with respect to this operation o. 

3.73. Prove that the group D of Problem 3.72 is not abelian. 

(a+c,(-l)cb+d). Prove that Dis 

3.74. Let G = Z X Q, where Z is the set of integers and Q the set of rationals. Define (a, b) * (c, d) = 
(a + c, 2cb + d). Prove G is a group with respect to this operation *. 

3.75. Is the group of Problem 3.74 abelian? 

3.76. If we define (a, b) 0 (c, d) = (a + c, 2- cb + d), is G (of Problem 3.74) a group with respect to o? 
Is G a group with respect to the operation· defined by (a, b) • (c, d) = (a + c, 2cb - d)? 

3.77. Let B = {o I 0: Z ~ Z}. Let W = Z X B. We define a multiplication on W by (m, o)(n, </» = 
(m + n, >/;) where for each z E Z, z>/; = (z - n)o + z</>. Prove that W is a group. (Hard.) 

SUBGROUPS 

3.78. Let G be a group and G1 C; G2 C; ••• be subgroups of G. Show that G1 uG2 u··· is a subgroup of 
G. Find a group G and two subgroups G1 and G2 of G such that G1 u G2 is not a subgroup of G. 

3.79. Let Gv G2 , ••• be subgroups of G. Prove G1 nG2 n··· is a subgroup of G. 

3.80. Let G be an abelian group. Let H be a subgroup of G. Let S(H) = {x I x E G and xx E H}. 
Prove that S(H) is a subgroup of G. 

3.81. Let D be the group of Problem 3.72. Determine whether H = {(a,O) I aEZ} and K = {(O,a) I aEZ} 
are subgroups of D. 

3.82. Let G be the group of Problem 3.74. Determine whether H = {(a,O) I aEZ} and K = {(O,q) I q E Q} 
are subgroups of G. 
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3.83. Let B be as in Problem 3.77. Let C = {o I 0: Z --> Z, zo = z for all but a finite number of integers 
z}. Let B' = {x I x = (0, b), bE B}, C' {x I x = (0, c), c E C}. Prove that B' is a subgroup of 
Wand C' is a subgroup of B'. (Hard.) 

3.84. Using the notation of the preceding problem, let W = {x I x = (m, c), where mE Z and c E C}. 

Prove W is a subgroup of W. (Hard.) 

SYMMETRIC GROUPS AND ALTERNATING GROUPS 

3.85. Let a: Z --> Z be defined by z", = z + 1 for all z E Z. Let (3: Z --> Z be defined by 2n(3 = 2n, 
(2n + 1)(3 = 2n + 3 for all integers n. Let y: Z --> Z be defined by 2ny = 2(n + 1), (2n + 1)y = 2n + 1 
for all integers n. Prove that a, (3, y E 8 z and show that a", = (3y = y(3. 

3.86. Let G = 8 p , where P is the set of positive integers. Let Sp = {o I 0 E 8p and zo = z for all 
A 

but a finite number of z E P}. Prove that 8 p is a subgroup of 8 p • 

A 

3.87. Let G = 8 p • Let Gn = {o I 0 E 8 p and zO = z for all z E P such that z > n}. Prove that 
G = G1 UG2 U···. 

3.88. Let H = {o I 0 E 8 5, 10 = I}. Prove that H is a subgroup of 8 5, What is its order? Let 
K = {o I 0 E 8 5, 10 = 1 or 10 = 2}. Prove that K is not a subgroup of 8 5, 

3.89. Let nand r be positive integers. Let 

H = {o I io E {I, 2, ... , r} for all i E {I, 2, ... , r} and 0 E 8 n } 

Prove that H is a subgroup of 8 n and find IHI. 

3.90. Let X be a set and Y a proper subset of X. Let H = {o I 0 E 8 x and yo = y for all y E Y}. 
Let K = {o I 0 E 8 x and yo E Y for all y E Y}. Prove that Hand K are subgroups of 8 x and 
that K"dH. Prove that if IYI "'" 2, H =1= K. 

3.91. Let H = {o I 0 E A 5, 10 = I}. Prove that H is a subgroup of A5 and find its order. 

3.92. Let A, B be sets with IA I = 1. Prove that 8 A x B =0 8 B' (Hard.) 

3.93. Prove that if IXI = IYI, 8 x =0 8 y . 

GROUPS OF ISOMETRIES 

3.94. Let 8 be the even integers and (I: 8) 
subgroup of I(R). 

{o I 0 E I(R), 80 E 8 for all 8 E 8}. Prove (I: 8) is a 

3.95. Let (I: Q) = {o I 0 E I(R) and qo E Q for all q E Q}. Prove (I: Q) is a subgroup of I(R). 

3.96. Find the symmetry group of the figure W. 

3.97. Find the symmetry group of the figure 8. 

3.98. What is the symmetry group of the graph of y = sin x? 

3.99. Determine the symmetry group of the circle. 

3.100. Prove that if 8 is any subspace of the plane and 8' is a congruent figure, i.e. there is an isometry 
o such that 80 = 8', then Is =0 Is .. (Hard.) 

THE GROUP OF MOBIUS TRANSFORMATIONS 

3.101. 

3.102. 

Prove that if M is the group of Mobius transformations, then the only element m E M for which 
m:n = nm for all n E M is m = t. 

az+ b 
Let u(a, b, c, d) be the Mobius transformation defined by u(a, b, e, d) : z --> cz + d' Prove that 

u(a, b, e, d) = u(a', b', e', d') if and only if either a = a', b = b', e = c', d = d' or a = -a', b = -b', 
e = -e', d = -d', given ad - be = a'd' - b'e' = 1. (Hard.) 
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3.103. Let N be the set of Mobius transformations u(a, b, e, d) with b = 0. Prove that N is a subgroup of 
M, the group of all Mobius transformations. 

3.104. Prove that if mEN (N defined as in Problem 3.103), then there exists sEN such that ss = m. 

3.105. Let 'U be the set of all matrices (: :), where a, b, e, d are integers such that ad - be = 1. 

Find the set of all matrices such that 

SYMMETRIES OF AN ALGEBRAIC STRUCTURE 

3.106. Prove that the automorphism group of a finite group is finite. 

3.107. Find a finite groupoid G with IGI > 2, whose automorphism groupoid is of order 1. 

3.108. Let G be a non-abelian group. Prove that the automorphism group of G is not of order 1. 

3.109. Prove that the subset K of the symmetric group 8 4 defined by 

K = {G ~ : :), G ~ ! :), G 
is a subgroup of 8 4 , Find the automorphism group of K. (Hard.) 

2 3 

I 4 

3.110. Let F = {a + ibV171 a, b rational numbers, where i = H}. Verify that F is a field under the 
usual operations of addition and multiplication of complex numbers. Determine the automorphism 
group of F. 

3.111. Let V be the vector space over the rationals of dimension n + 1. Let 

8 = {al aELn+dV,F), (I,O, ... ,O)a=(I,O, ... ,O)} 

Prove that 8 is a subgroup of Ln+ dV, F) and that 8 =0 Ln(V, F). 



Chapter 4 

Isomorphism Theorems 

Preview of Chapter 4 

We say that two groups are isomorphic if they are isomorphic groupoids. Here we shall 
prove three theorems which provide a means of determining whether two groups are 
isomorphic. The main concepts that arise are those of subgroups generated by a set, cosets, 
and normal subgroups. We find a structure theorem for cyclic groups. The contents of 
this chapter are indispensable for any further understanding of group theory. 

4.1 FUNDAMENT ALS 

a. Preliminary remarks 

We begin by reminding the reader of our previous results. A group is a semigroup in 
which every element has an inverse. Consequently we have the following. 

(1) The identity is unique. (Theorem 2.1, page 31.) 

(2) The inverse of an element is unique (Theorem 2.2, page 33), and if G is any group and 
g, hE G, then (gh)-l = h-lg- l . 

(3) The product of n elements al, ... , an, in that order, is independent of the bracketing 
(Theorem 2.5, page 39). 

(4) Homomorphisms, monomorphisms and isomorphisms for groups are defined as they are 
for groupoids. (Section 2.5, page 40.) 

(5) If G is a group, and 6 any homomorphism of G into a groupoid, then 

G6 = {x I x = g6, g E G} 
is a group. For by Theorem 2.6, page 44, G6 has an identity, is associative, and each 
element has an inverse. Note that 6 maps the identity of G to the identity of G6 and 
that (g-l)6 = (g6)-l for each g in G. 

(6) If 6: G ~ K is a homomorphism from the group G to the group K, and if H is a subgroup 
of G, then H6 is a subgroup of K. For 61H is a homomorphism of H into K and, by 
(5), H6 is a group. 

(7) Isomorphic groups are roughly the same except for the names of their elements. (See 
Section 2.5d, page 45.) 

The following theorem is useful. 

Theorem 4.1: If a and b are two elements of a group G, then there exist unique elements 
x and Y such that ax = band ya = b. 

Proof: We consider first the solution of the equation ax = b. If we put x = a-lb, 
then a(a-lb) = (aa-l)b = b. Hence the equation ax = b has a solution. 

Suppose aXl = band aX2 = b; then aXl = aX2. Multiplying both sides of the equation 
on the left by a-I, we have 

a-l(axl) = a- l (ax2), (a-la)xl = (a- la)x2 or Xl = X2 

The argument for solving ya = b is similar; in fact y = ba- l is a solution. Also, if 
Yla = band Y2a = b, then Yla = Y2a. Multiplying both sides by a-l on the right, we get 

(Yla)a- l = Yl = (Y2a)a- l = Y2 

94 
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Problems 

U. Prove that the groups given by the following multiplication tables are isomorphic. 

-1 1 

G: -:rn 
Solution: 

H: 

o 1 

O~ 
1 liE] 
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Let 8: G .... H be defined by 18 = 0, -18 = 1; then 8 is a one-to-one onto mapping. If it is 
also a homomorphism it will be an isomorphism. We must check that (glg2)8 = g18g28 for all pos­
sible choices of gl and g2 in G, i.e. we must check 

(i) (1, 1)8 = 1818 

(ii) (-1'1)8 = (-18)(19) 

(iii) (-1·-1)8 = (-18)(-18) 

(iv) (1' -1)8 = (18)' (-18) 

(i) to (iv) hold. (Thus for (i): 1· 1 = 1 by the multiplication table. 18 = O. 18' 18 = 0 • 0 = O. 
Hence (i) holds.) Therefore G == H. 

Of course 8 had to be some mapping of G to H. How did we know which was the right mapping 
to choose? Examining the multiplication table for G, it is obvious that 1 is the identity for G. 
o is the identity for H. We remarked that any homomorphism must map an identity to an identity. 
Thus the choice for 8 was quite clear. 

4.2. Prove that 8 2, the symmetric group of degree 2, is isomorphic to G, where G is the group of Problem 
3.5, page 53, with m = 2. Prove 8 3 == Da the dihedral group of degree 3, i.e. the symmetry group 
of the equilateral triangle. (Difficult.) 

Solution: 
The multiplication table for G is o 1 

:8iE 
while the multiplication table for 8 2 is (Problem 3.20, page 58): 

{3 

.c=0 
{3~ 

Let 8: 8 2 .... G be defined by .8 = 0, {38 = 1. Then it can be checked that 8 is a homomorphism. 
As it is one-to-one and onto, 8 2 == G. 

The multiplication table for 8 3 is on page 57, that of Da is in Problem 3.40, page 76. As we 
have used the same Greek symbols for 8 a and Da, we face the risk of not knowing whether u, for 
example, refers to an element of 8 a or to an element of Da. To avoid such ambiguities, we will 
rename the elements of D a, replacing a u by an 8 and a 'T by a t. The multiplication table then 
becomes 

t 

81 82 8a t t82 Ua 

82 8a 81 t8a t t82 

83 81 82 t82 t8a t 

t t82 t8a 81 82 8a 

t82 t8a t 8a 81 82 

t8a t t82 82 83 81 



96 ISOMORPHISM THEOREMS [CHAP. 4 

Note that an element Tj, j == 1,2,3, satisfies TjTj - t. If (J is an isomorphism from Sa to Da, then 
Tj(J Tj(J == (TjT)(J == t(J == 81' So (J can only map the Tj, j == 1,2,3, among the elements t, t82, t8a since 
these are the only non-identity elements of Da which have the property that their squares are 81' 
As (J must map t to 81' it maps 0"1> 0"2 onto the elements 82,8a. 

If we know the effect of (J on 0"1> since 0"10"1 == 0"2' we know the effect of (J on 0"2' Also if we know 
the effect of (J on Tl, then, because T2 == T10"2 and Ta == T10"1' we know the effect of (J on all the 
elements of Sa. 

So we have to experiment. A suitable mapping (J: Sa --> Da must satisfy 0"1(J == 82 . or 8a while 
Tl (J == t, t82 or t8a. 

We try the following definition. Let t(J == 81> 0"1(J == 82 and Tl(J == t. Then we must have 
0"2(J == 83, T2(J == t83, Ta(J == t82 if (J is to be an isomorphism. 

To check whether this mapping is an isomorphism, we must check whether this mapping is a 
homomorphism. As a mechanical procedure of doing this we use the following table. 

The entry in the second row and third column, for example, is calculated as follows: In the 
bottom corner we place 0"1(J· 0"2(J. In the top corner we place (0"10"2)(J. If (J is a homomorphism, 
(0"1(J)(0"2(J) == (0"10"2)(J. Hence these two entries should be the same in each square of the table. 
Checking through this table, we see that the entries in each square are equal. Hence (J is a homo­
morphism and as it is one-to-one onto, (J is an isomorphism. 

4.3. Prove that if (J: F --> G and <f>: G --> F are two homomorphisms such that (J<f> == identity mapping 
on F and <f>(J == identity mapping on G, then (J and <f> are isomorphisms of F onto G and of G onto 
F respectively. 

Solution: 
(J is one-to-one, for if x(J == y(J, then x(J<f> == y(J<f>. But (J<f> is the identity on F. Hence x == y. 

Similarly <f> is one-to-one. 

Next let U E G; then U<f> E F. U¢(J == U; hence U is the image of an element of F under (J and 
so (J is an onto mapping. Thus (J is an isomorphism. Similarly <f> is an isomorphism. 

4.4. Prove that if Ul' U2, Ua are elements of a group G, then the equation UlxU2 == Ua has a unique 
solution. 

Solution: 

If we put x == U;lUaU;l, we find U1XU2 == Ua. If U1X1U2 == Ulx2U2 == U3, then on multiplying by 

U;l on the left and U;l on the right we have U;1(U1X1U2)U;1 == U;1(U1X2U2)U;1 or Xl == X2' 
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4.S. Prove that if G is a finite group and H is an infinite group, then G and H are not isomorphic. 

Solution: 
If G == H, there is a one-to-one mapping from G onto H. But this is not possible since G is 

finite and H is infinite. 

4.6. Prove that Sn == Sm if and only if n = m. 

Solution: 
Sn has order n! and Sm has order m! Now if Sn == Sm' then there is a one-to-one mapping of 

Sn onto Sm. So Sn and Sm have the same order, i.e. n! = m!, and this implies n = m. On the other 
hand every group G is isomorphic to itself. In fact the identity mapping of G onto G is an iso­
morphism. Hence n = m implies Sn == Sm. 

4.7. Prove that if G == H, then H == G. 

Solution: 
Let (J be an isomorphism from G onto H. Then (J-1 is an isomorphism from H to G, and so 

H == G. (See Problem 2.38, page 42.) 

4.8. Prove that if G == Hand H == K, then G == K. 

Solution: 
Suppose (J is an isomorphism from G to Hand ¢ an isomorphism from H to K. Then (J¢ is an 

isomorphism from G to K, i.e. G == K. (See Problem 2.38, page 42.) 

4.9. Prove that there are infinitely many groups, no two of which are isomorphic. 

Solution: 
Consider the symmetric groups S1> S2' . . .. Then by Problem 4.6, no pair of these groups is 

isomorphic. 

4.10. Prove that if G is a finite group and H is a subgroup of G, H ¥- G, then G and H are not isomorphic. 

b. 

Solution: 

We observed in the solution of Problem 4.6 that if two finite groups are isomorphic, they have 
the same order. Since the order of H is less than that of G, it follows that G and H are not 
isomorphic. 

More about subgroups 

Let G = 84 and let X = {l1s' T 7 } where 

I1s = (~ 2 3 ~) and -e 2 3 !) 1 4 T7 - 2 3 1 

(See Problem 3.21, page 59.) Suppose we wish to refer to a product such as I1ST7 or T711SI1S or 
I1ST71181T;lT;11181. It will be convenient to have some general notation. We will write 

X'l ••• X'n 
1 n ' 

where £i = ±1, Xi E X 

to represent the product of n elements chosen from X or the set of inverses of the elements 
of X, where xI will mean Xi' and Xi-

1 will mean the inverse of Xi' For example, if £1 = £2 = 1, 
- - 1 a d X - - - - - - th '1 '2 'a '4 '5 '6 ta d £a - £4 - £5 = £6 = -, n 1 - xa - X6 - I1s' x2 - X 4 - X5 - T7, en Xl X 2 Xa X4 X5 X6 S n s 

for I1ST71181T;lT;11181. 

Example 1: If g = X;l ... x:n, then g-l = h where h = x;;-'n ... X;'l. 

Proof: 
gh = x'l •.• x'n X -'n •.. X -'1 

1 n n 1 

Similarly hg = 1. 
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We proved in Lemma 3.1, page 55, that if H is a subgroup of G and xl' x
2 

E H, then 
XIX;1 E H. We now generalize this and prove 

Lemma 4.2: If H is a subgroup of G and Xc H, then 

H d {X~l ... x:n I Xi EX, fi = ±1, n a positive integer} 

Proof: Recall that as H is a group, L E H and x, y E H implies y-l E H, xy-l E H, 
and xy E H. We prove the lemma by induction on n. Let n = 1. Then xII E H since 
Xl E H. Hence X~l E H. Assume, by induction, that X = X~l ... x:n E H for n = k. Let 
Xk+1 EX. Since x, X~k// E H where f k+1 = ±1, 

XX'k+l = X'l ... X'k+l E H k+l I k+l 

Hence X'l ... x'n E H for all n. This proves the lemma. I n 

Now if X is "large enough", e.g. X = H, we may have 

H = {X;l ... x:n I Xi EX, fi = ±1, n a positive integer} 

We ask what happens if X is not "large enough", i.e. if X is a subset of Hand 

S = {X;l ... x:n I Xi E X, fi = ±1, n a positive integer} 

is S a subgroup of G? 

Lemma 4.3: Let G be a group and let X be a non-empty subset of G. Let 

S = {X;l ... <n I Xi EX, fi = ±1, n a positive integer} 

Then S is a subgroup of G. If H is any subgroup containing X, H d S. 

Proof: We must prove that: 
(i) S oF Y'>; this is true because there exists Xl E X as X is non-empty. 
(ii) If f, g E S, then fg-l E S (Lemma 3.1, page 55). 

f,g E S means 

f = X;l ... x:n (fi = ±1) and g = y~l ... y:m (7]i = ±1) 

where Xi and Yi are elements of X. Hence g-l = y;;'T/m ... y;T/l and 

fg - l = X'l ... x'n y-T/m ... y-T/I = X'l ... x'n x'n+l ... x'n+m 
I n m I I n n+ I n+m 

where xn+l = Ym' ... , xn+m = YI and fn+l = -7]m' ... , fn+m = -7]1. Therefore fg-l E Sand 
S is a subgroup of G. If H d X, we use the previous lemma to conclude H d S. 

We denote S by gp(X) and call S the subgroup generated by X. 

If a group can be generated by a finite set, we call it a finitely generated group. 

Example 2: What is gp({l}) in the group of Problem 3.5, page 53, where m = 3? Recall that 
the multiplication table is 

o 1 2 

o 0 1 2 

1 1 2 0 

2 2 0 1 

s = gp({l}) = {X;l ... x:n I Xi E {1}, Ei = ±1, n a positive integer} 

Now 1 E Sand 2 E S. Also, 1· 2 = 0 E S. Hence gp({l}) is the whole group. 

We remind the reader that, for example, in the multiplicative group of nonzero rationals 
the inverse of a, which we have denoted in this section by a-I, is 1/a, i.e. in this case a-I 

has the meaning usually associated with it when a is a number. But in the additive group 
of rationals a-I is -a. 
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Problems 

4.11. Let G = Z, the additive group of integers. What is gp({l})? 

Solution: 

gp( {I}) d 1 + 1 + 1 + ... + 1 (n"" 1). Hence gp( {I}) contains all positive integers. 
v 

n times 

gp({I}) contains 1-1 + 1-1 + .. , + 1-1 = -1 + (-1) + ... + (-1) 
\ I \ J 

Y V 

tains all negative integers. 
n times n times 

Also, gp({I}) contains 1'1-1 = 1 + (-1) = 0. 

Thus gp({I}) = Z. 

(n"" 1). Hence gp({I}) con-

4.12. Let G = Q the additive group of rationals. Find gp({I}). 

Solution: 

Exactly as in the last problem, gp({I}) = Z. Since no other elements can arise as sums or 
differences of 1, gp( {I}) =F Q. 

4.13. Find the subgroup of the multiplicative group of rationals generated by {2}. 

Solution: 

2- 1 = l The elements of gp({2}) are either of the form 2n or 2- n, n a positive integer. 

4.14. Determine the subgroup H of 8 3 generated by 0'1 and 7"1 of Section 3.3a, page 57. 

Solution: 

We use the multiplication table for 8 3 shown in page 57. 0';-1 = 0'2; hence H contains 0'2' As 
H contains 7"1' it contains 7"3 = 7"10'1 and 7"2 = 7"10'2' Thus H contains all the elements of 8 3, and so 
H = 8 3, 

4.15. Determine the subgroup of the symmetry group of a square generated by those isometries that leave 
two vertices fixed. (Hard.) (Hint: To see what is happening, cut out a square from a piece of card­
board and label the four vertices. Perform the isometries on the figure.) 

4.16. 

Solution: 

We refer to Problem 3.39(ii), page 73. 81 leaves G and I fixed; 82 leaves Hand J fixed; 85 leaves 
all vertices fixed. Hence we require 8 = gp({85, 82' 81}), and this must contain 87, since 8182 = 87' 
It is easy to prove 8182 = 87, for the effect of 87 and 8182 is the same on three points not on a single 
straight line and this is sufficient by Lemma 3.7, page 71. Note that the inverses of 82,81,87 are 
82,81,87 respectively. 

Let T = {85' 87' 82, 81}' We assert that T is a subgroup. All we must check is that t 1, t2 E T 
implies tIt;;I E T. Since t E T implies t- 1 = t, all we must check is that tlt2 E T for t 1, t2 E T. 
As 85 is th~ identity, tlt2 E T if 85 is either tl or t 2. If tl = t 2, then tlt2 = 85 E T. Therefore 
we need only consider the following cases: 8182 = 8281 = 87 E T; 8187 = 8781 = 82 E T. Finally, 
8287 = 8782 = 81 E T. Then T is a subgroup of the symmetry group of the square. But 8 d T, and 
T d {85' 82' 81}' Hence T d gp(85' 82, 81) = 8, by Lemma 4.3. Thus T = 8. 

Find the subgroup of M, the group of Mobius transformations (see Section 3.5a, page 78), generated 
by 

'I: z ~ -z (z =F "'), 

(In the notation of Section 3.5a, 'I = 0'(-1,0,0,1) and 7" = 0'(1,1,0,1). This is a difficult problem.) 

Solution: 

Let O'(n,E) be the mapping defined by z ..... eZ + n for z =F "', and "' ..... "', where e = ±1 and 
n is any integer. In other words, O'(n,e) = O'(e, n, 0, 1). 
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We will show that the subgroup generated by '1 and r consists of all O'(n. El' n any integer, 
• = ±l, Let ::s = {O'(n.E) I n any integer, • = ±1}. We claim gp('1,r) =::s. Any element of ::s is 
of the form 0' • Now zr- I = z-l. Also, Zr"'r = z+n and zr- I ... r- I = z-n for any 

( n. E) '------v--' '-----v---' 
n n 

positive integer n. Hence for any arbitrary integer n, O'(n. I) E gp('1, r). (We must check what hap-
pens to 00, but this presents no difficulty.) Also, O'(n. I) '1 = 0'( -no _I) E gp('1, r) and so O'(n. E)1 • = ±1, 
n any integer, belongs to gp('1, T). Thus gp('1, r) d ::So 

Note that '1 = 0'(0. _I) and r = 0'(1. I) belongs to::S. So we need only show that ::s is a subgroup 
of the group of Mobius transformations to conclude that ::s d gp('1, r). To show ::s is a subgroup, we 

need only show that O'(n.E) 0'(~.6) E::S, Il = ±l, But O'(~.O) = 0'(-6m.ol' since zO'(m.o) O'(-om.o) = 
(Ilz + m)1l - Ilm = 1l2Z + 8m - Ilm = 1l2Z = z. Then zO'(n. El O'(~. a) = (.z + n) 0'( -am. a) = .Ilz + nil - Ilm, 

and we conclude that O'(n.E) O'(~,O) = O'(no-om.Eo) E::S. 

c. Exponents 

We have seen in the previous section that we often are forced to consider the product of 
m a's (m> 0), e.g. a' ...• a. (Note that as we are dealing with groups, it is not necessary 

'-----r----' 
m 

to indicate in which order the multiplication is performed. See Section 4.1a.) It is con-
venient to introduce the notation am for the product of m a's, m > O. Then am. an is the 
product of m a's followed by n a's, i.e. am. an = am+n (Section 2.4d, page 39). Our idea is 
to extend the exponent notation in a sensible way to zero and negative exponents. We 
would naturally like the law 

(4.1) 

to be true when m and n are arbitrary integers. Now if it were true that aDam = am, then 
multiplication by aO leaves am unchanged. Hence we have only one choice in extending the 
exponent notation and retaining the law (4.1), namely putting aO = 1, the identity. Now 
if m = -n where n > 0, m + n = O. Because we want (4.1) to be satisfied, we must have 
am+n = aO = 1, i.e. we must put am = (an)-I. Note that (an)-I = (a-I)n = a-no Thus we have 
defined am to be 

(i) the product of m a's if m > 0, 
(ii) 1 if m = 0, 
(iii) the product of -m a-l's if m < 0, 

hoping thus to satisfy (4.1) for all m and n. 
(4.1) is true if m, n are both positive. If both are nonnegative, again by running through 

the possible cases (4.1) holds. If both m and n are negative, then 
aman = (a-I)(-m). (a-I)(-n) = (a-I)(-m + -n) = (a-I)-(m+n) = am+n 

If m and n arenonpositive, again the result is easily verified. If m> 0 and n < 0, then 
by checking the various possibilities m > -n, m = -n and m < -n, we find aman = 
am(a-I)(-n) = am+n. 

Another result which holds for exponents is 

(am)n = amn (4.2) 

We already know that (4.2) holds when n = -1. If m,n are positive, (am)n is the product of 
n elements, each of which is the product of m a's. Hence (am)n is the product of mn a's. ' If 
m is negative, n positive, 

If now n is negative, 

Hence (4.2) is proved. 

(a-I)-mn as -m> 0, n> 0 

amn as mn < 0 

(am)(-I)(-n) = ((am)-I)-n = (a-m)<-n) 

a(-m).(-n) (by our previous remarks) 
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In the study of groups there are two main notations for the binary operation. One is 
the multiplicative notation we have employed up until now. The other is the additive nota­
tion. We denote the binary composition by + in this case. The identity is denoted by zero, 
0, and the inverse of a by -a. The result of performing n > 0 compositions of the same 
element, i.e. of taking a + a + ... + a, we denote by na. The law (4.1) becomes 

\ v~--~' 

n 

while the law (4.2) becomes 

na +ma 

n(ma) 

(n+m)a 

(nm)a 

In other words, translation takes place according to the following dictionary: 

Multiplicative notation 

ab 

1 

Additive notation 

a+b 

o 
-a 

na 

It is immaterial which notation one uses. But additive notation is most often used for 
a group in which the order of the composition of two elements is irrelevant, i.e. in which 
a + b = b + a for all a, b in the group. Such a group is called abelian, after the Norwegian 
mathematician Niels Henrik Abel, or commutative (Section 2.2, page 29). 

Problems 
4.17. Find 13, 1-4 where 1 E Q, the additive group of rationals. 

Solution: 

In the additive group of rationals the binary operation is the usual addition. Then 13 means 
1 0 1 0 1 where 0 is the binary operation in Q. Hence 13 = 1 + 1 + 1 = 3. Also 1-4 means (1"1)4, 
i.e. 1-1 0 1 -1 0 1 -1 0 1 -1 where 0 is the binary operation under discussion. Now 1 -1 = -,1 in 
(Q, +). Thus 1-4 = (-1) + (-1) + (-1) + (-1) = -4. 

4.18. Find 22, 2-3 where 2 E Q*, the multiplicative group of nonzero rationals. 

Solution: 

22 = 2·2 = 4 and 2-3 = (2-1)3 = (t)3 = !-

F' d 3 _ (1 2 3 4) 4.19. m a, a - 2 1 4 3 ,an element of 8 4 , 

Solution: 

u2 = 1 and so uS = la = a. 

4.20. Find Tn, where T is as defined in Problem 4.16. 

Solution: 

Tn = a(n,1)' See Problem 4.16. 

4.2 CYCLIC GROUPS 

a. Fundamentals of cyclic groups 

If gp(X) = H, we say H is generated by X. To get an understanding of groups, a 
good plan is to investigate the simpler groups first. So we begin by considering groups 
which can be generated by a single element. We call such groups cyclic. Thus a group H 
is cyclic if we can find an element x E H such that H = gp({x}). We will usually write 
gp(x) instead of gp({x}). 
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Lemma 4.4: gp(x) {t I t = X T
, r an integer}. Cyclic groups are abelian. 

Proof: gp(x) { XEI ••• x En I x. E {x} €. = ±1 n > O} 
1 n 1 't ' 

{xEI 
• • • X En I €i = ± 1, n > O} 

{xct <,)I €i=±I, n>o} 
{XT I r any integer} 

If a, b E gp(x), then a = xT, b = x', ab = xTx· = xT+', ba = x'xT = xT+.. Hence ab = ba for 
any two elements of a cyclic group. Thus we have shown that cyclic groups are abelian. 

Suppose now that H = gp(x) and IHI = m (m < 00). Then we know that the elements 
of H are of the form XT for various integers r. The Xi cannot be distinct for all integers i. Con­
sider XO = 1, x, ... , Xl-I and suppose these are distinct but that Xl = xk for some k < l, 
k ~ 0; then XI(Xk)-1 = Xl- k = 1. If k 7'= 0, m = l- k < land xm is equal to xO. But we 
assumed this was not so. Hence k = 0 and Xl = XO = 1. 

We will show that S = {1,x,x2
, ••• ,Xl - I } is actually H. This is easy. First notice 

that as Xl = 1, every positive power of x is in S. Furthermore, X-I = Xl-I. Hence every 
negative power of x lies in S. But H = {XT I r any integer}. Therefore H ~ S and so 
S = H as stated. 

Thus we have proved 

I~emma 4.5: Let G be cyclic of order m generated by the element x. Then G = {XO, xl, ... , 
xm-I}. Furthermore xm = 1, and xm is the least positive power of x that is 1. 

We ask a simple question: do cyclic groups of order m exist for all finite integers 
m > O? Yes! Let us consider in the symmetric group Sm of degree m the element 

Then 

u m 
m (

1 2 
1 2 

m-l 
m 

m-2 
m 

:) 

m-l m) 
1 2 

and so the elements £, Um' •• • ,0-;::-1 are distinct and H = gp(um) is cyclic of order m. Hence 
there exist cyclic groups of order m for each m > o. 

And now we ask another question: are there two essentially different cyclic groups of 
order m? Rephrasing the question, we ask: are two cyclic groups of order m isomorphic? 

Lemma 4.6: Let G = gp(x), H = gp(y) be each of order m. Then G 5!! H. 

Proof: G = {XO, x, x2, ••. , xm- I }, H = {yO, yl, ... , ym-l}. Let 0: G ~ H be defined by 

xiO = yi (i = 0,1, ... , m -1) 

Then 0 is one-to-one onto H. To prove it is an isomorphism we must show it is a homo-
morphism. Consider 
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Now 0 ~ i, j ~ m -1. Then 0 ~ i + j ~ 2(m -1) = 2m - 2 and so i + j = fm + r where 
o ~ r ~ m - 1 and f = 0 or 1. Hence 

(xi+j)8 = (x.m+r)8 = (xEmxr)8 = (xr)8 = yr 

But 

Hence ((xi)(xj))8 = (xilJ)(xjlJ). Thus IJ is a homomorphism and, as it is one-to-one onto, it 
is an isomorphism. 

We now ask the obvious question: are there any infinite cyclic groups and are two 
infinite cyclic groups isomorphic? 

Consider the element a in the symmetric group Sz on Z, the set of integers, defined by 

Za = Z + 1, Z E Z 

As Zan = Z + n, am = an implies m = n. Then gp(a) = H, say, has an infinite number of 
elements and so H is an infinite cyclic group. 

Recall that G = gp(x) = {xn I n any integer}. If there exists an integer m> 0 such 
that xm = 1, then G will consist of only a finite number of elements (see the remarks pre­
ceding Lemma 4.5). Consequently if G is infinite, there exists no m =1= 0 for which xm = 1. 
For we have already shown that there can exist no m> 0 for which xm = 1; while if 
xm = 1 for m < 0, then X C- m ) = 1 and (-m) > O. If Xl = xn, n =1= l, then xn - l = 1. But 
this contradicts the condition that there exists no m such that xm = 1. Hence the elements 
of G are simply the powers xn of x, and two such powers xm and xn are equal if and only if 
m=n. 

Now we can easily prove that two infinite cyclic groups are isomorphic. Let G = gp(x), 
H = gp(y) both be infinite cyclic groups. Then each element of G is uniquely of the form 
xn

, n an integer, and each element of H is uniquely of the form yn, n an integer. Define 
(xn)8 = yn. 8 is a one-to-one onto mapping. Furthermore, (xnxm)8 = (xn+m)8 = yn+m and 
(xn8)(xm8) = ynym = yn+m. Hence xn8xm8 = (xnxm)8. Therefore 8 is an isomorphism and 
G and H are isomorphic groups. 

Collecting our results, we have proved 

Theorem 4.7: There exist cyclic groups of all orders, finite and infinite. Any two cyclic 
groups of the same order are isomorphic. (We therefore often talk about 
the cyclic group of order m, or the infinite cyclic group, or sometimes the 
infinite cycle.) 

If x is an element of a group G, then we define the order of x as the order of gp(x). Note 
that if x is of order m < 00, then xm = 1 and m is the first positive integer r for which 
x, = 1. If x is of infinite order, then xm = 1 implies m = O. If x is of order m, m < 00, 

we say x is of finite order. 

Lemma 4.8: Let x be of order m < 00. If x' = 1, then m divides r. 

Proof: Put r = qm + s where 0 ~ s < m. Then 1 = x, = xqmxs = xs. As m is the first 
integer greater than 0 for which xm = 1, s = O. Hence m divides r. 

Problems 
4.21. Prove that the additive group of integers is infinite cyclic. 

Solution: 
Z = gp(l). As Z is infinite, it is infinite cyclic. 

4.22. Prove that the group of Problem 3.5, page 53, is cyclic of order m. 

Solution: 
The group is gp(l), and its order is m. 
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4.23. Prove that (Z, +) and the subgroup of M, the group of Mobius transformations, generated by the 
mapping 1J: Z --> Z + 1, CC1J = 00 are isomorphic. 

4.24. 

Solution: 

By Theorem 4.7 all we need prove is that UP(1J) is infinite, as we know from Problem 4.21 that 
(Z, +) is infinite cyclic. But since Z1Jn = Z + n, 1Jn = 1Jm implies n = m. Thus UP(1J) is infinite and 
so UP(1J) =0 (Z, +). 

Find the order of (i) U = G 
defined by Z1J = -Z, 001J = 00. 

2 

1 !) E S3' (ii) U 

2 3 
3 4 

~) E S4, (iii) the map 1J of M 

Solution: 

(i) u¥ t 
2 

1 

2 

1 !) = t. Hence u is of order 2. 

(ii) u, u2 , u3 are not t, but u4 = t. Thus u is of order 4. 

(iii) 1J2 = t and so 1J is of order 2. 

4.25. Let G be abelian. Let x, y E G be of orders r, s respectively. Show that xy is of order rs if rand 
s are co-prime, i.e. have no common prime divisors. 

Solution: 
Note that since G is abelian, (xy)n = xnyn for any integer n. Since (xy)TS = xTSyTS = 1, the 

order of xy divides rs, by Lemma 4.8. If (xy)m = 1, i.e. xmym = 1, then xm = y-m and 1 = (xm)T = 
y-mT. Therefore s, the order of y, divides -mr. Since s does not divide r, s must divide m. Similarly 
we can show r divides m. Hence rs divides m. So if m is the order of xy, m is divisible by rs and 
also m divides rs. Thus the order of xy is rs. 

4.26. Show that if G is a cyclic group of order m < 00 and s is co-prime to m, then as = bs (a, bEG) 
implies a = b. Find a group G and a nonzero integer n such that there are two elements a, bEG 
with an = bn but a ¥ b. 

Solution: 

Since G is abelian, so (ab-1)S = as(b-1)s = 1. Since G = Up(x) and the order of G is m, then 
ab- 1 = XT for some r, and (XT)S = 1. Hence x TS = 1 and m divides rs. But sand m are co-prime; 
then m divides r, say r = qm. Now ab- 1 = x qm = 1 and so a = b. 

In S3, let a = (~ 2 

1 
3) b = (1 
3' 1 

2 3) . Then a2 = b2 = t but a ¥ b. 
3 2 

4.27. Show that if G = Up(x) and G is of finite order rand s is co-prime to r, then UP(XS) = G. 

Solution: 

The distinct elements of Up(xs) are l,xs,x2s , ••• ,x(n-l)s where (XS)ft = x ftS = 1 and n is the 
least such positive integer. Since xns = 1 and G is of order r, r divides ns. As rand s are co-prime, 
r divides n. Hence there are at least r distinct elements in Up(xS). But as G:l Up(XS) and G itself 
has only r elements, Up(xs) = G. 

4.28. Find a group which is not abelian. (Hint. Consider S3.) 

Solution: 

See Section 3.3a, page 57, where we pointed out that UITI ¥ TIUl. Hence S3 is not abelian. 

4.29. Prove that a subgroup H of S3 is cyclic if H ¥ S3. 

Solution: 
A survey of the subgroups of S3 shows that if H is a subgroup of S3 and H ¥ S3' then H is 

either cyclic of order 3 or cyclic of order 2 or cyclic of order 1. To obtain all the subgroups of S3, 
we refer to the multiplication table for S3 in Section 3.3a, page 57, and list all the subsets of S3. 
Then we check which subsets are subgroups. Of course since a subgroup must contain the identity, 
there is no need to go through the process of finding all subgroups quite so crudely. Nevertheless 
this method will suffice. 
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4.30. Prove that (Q, +) is not cyclic. 

Solution: 

If (Q, +) is cyclic, there exists q = min, m and n integers (n"" 0), such that gp(m/n) = Q. 
Of course m"" O. Each element (,.., 0) of Q would then be of the form q + q + ... + q with some 

'--v---------' 

suitable choice of the positive integer r, or else of the form -q-q - ... -q. 
'--v---------' 

r 

r 

But 1/2n E Q. 1/2n = q + ... + q implies 1/2n = rm/n, i.e. 1 = 2rm; then 1 - 2rm = O. 
'------y------J 

r 

But rand m are integers; hence the equation 1- 2rm = 0 is not true. If 1/2n = -q -q -q - ... -q, 
r terms in all, a similar argument leads to a contradiction. Therefore (Q, +) is not cyclic. 

4.31. Prove that an abelian group generated by a finite number of elements of finite order is finite. 

Solution: 

Let G = gp( {Xl' ... , X n }), n < 00, and suppose G is abelian. Then every element g in G is of 
the form 

g = (Xij E X, OJ = ±1) 

Since G is abelian, we can rewrite g in the form 

g =xYl"'xYn ( 't) 1 n YvYz,·· ·,Yn III egers (4.3) 

To see this we need only observe that if is = it for 8 < t in the first expression for g, then 
£1 ES+Et Er 

g = Xi
l 

••. Xis ••• Xir 

i.e. we can always "collect" all occurrences of any X in a product. Now if Xl' X2' ••• , Xn are all of 
finite order, then the number of distinct elements given by (4.3) is finite. For if k i is the order of x;, 

i = 1,2, ... , n, the distinct powers of Xi are 1, Xi' X;, ... , X~i-l. Thus the number of distinct ele­
ments given by (4.3) is at most klkz . . . k m and so G is finite. 

b. Subgroups of cyclic groups 

Before beginning the study of a new section it is a good idea to list the natural ques­
tions. If we want to know something about the subgroups of cyclic groups, we might ask: 
(i) Are subgroups of cyclic groups cyclic? 

(ii) Does there exist a subgroup of any given order? 

(iii) How many distinct subgroups of a cyclic group (less than or equal to the order of the 
group) are there? 

(iv) How many subgroups of a given order are there? 

We tackle each of these questions. 

Theorem 4.9: (i) Let H be a subgroup of G = gp(x). Then H is cyclic and either 
H = gp(XI) where Xl is the least positive power of x which lies in H or 
else H = {1}. If the order of G is m < 00, then lj m and the order of 
H is mil. If the order of G is infinite, H is infinite or H = {1}. 

(ii) Conversely if l is any positive integer dividing m, then S = gp(XI) is 
of order mil. Consequently there is a subgroup of order q for any q 
that divides m. 

(iii) The number of distinct subgroups of G is the same as the number of 
distinct divisors of m = jGj < 00. 

(iv) There is at most one subgroup of G of any given order for G finite. 
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Proof: 

(i) If H # {I}, there exists xn # 1 E H. As H is a subgroup, x-n E H. Now one of n,-n 
is positive. Hence we can talk meaningfully about the smallest positive power Xl E H. 
Clearly, H-:1S = gp(XI). Suppose xr E H; then r = ql+s, 0 ~ s < l, and 

xr(X1q)-1 = XS E H 

But Xl is the least positive power of x that belongs to H. Thus s = 0 and so r = ql 
and (xr) = (Xl)q E S. Hence S = H. 

If the order of G is m < 00, then m = ql + s, 0 ~ s < l. Now 

and so XS E H. Then s = 0, as Xl is the least positive power of x that lies in H. Hence 
l divides m, and m = lq. Clearly (Xl)q = 1, and q is the least positive integer for which 
this occurs. Then, by Lemma 4.5, writing a = Xl, we have H = gp(a) = {aO,a l , ••• ,aq- l } 

and hence IHI = q = mil. If the order of G is infinite, all the powers of x are distinct, 
and so Xl, X21, •.• is an infinite set of distinct elements of H. Thus H is infinite. 

(ii) Let lim, l> O. Put mil = q and Xl = a. Then S = gp(XI) = {I, a, ... , aq- I}, as 
aq = xm is the least positive power of a which is 1 (for if a

q
· = 1, q' < q, then x lq' = 1 

and lq' < m, contradicting the fact that xm is the least positive power of x which is 1). 
Thus S is a subgroup of order q. Consequently if we start out with a positive integer 
q which divides m and we put l = mlq, then S is a subgroup of G of order q. 

(iii) Let ll' l2, ... , In be the distinct divisors of m. Then put HI = gp(xZ,), ... , Hn = gp(xln). 
We know IHil = mil;. These are n distinct subgroups of G (because their orders are 
different). Are there any more subgroups? By (i) any subgroup H of G will have to 
be generated by Xl where l is a positive integer dividing m. Hence l = li' say. There­
fore H = Hi. Thus the subgroups of G are simply HI, H 2, ••• , H n, as desired. 

(iv) If Hand K are two subgroups of G with IHI = IKI, then Hand K are Hi and H; of part 
(iii) above, for some i and j. But IHil = mlli, IH;I = mil;. Since IHI = IKI, 1,; = l; and 
therefore i = j and H = Hi = H; = K. 

The reader will perceive that our knowledge of the cyclic groups is in some ways quite 
comprehensive. We know in the case of finite cyclic groups what the distinct subgroups 
are, we know they are cyclic and we know which cyclic subgroups appear. In the case 
of infinite cyclic groups we can easily prove there are an infinite number of subgroups. 
We will distinguish between them in Theorem 4.24, page 126, using the concept of index 
which will be introduced in Section 4.3b. 

The reader might naturally be led to consider now groups generated by two elements, 
hoping that similar powerful conclusions can be obtained, e.g. that every subgroup of a two 
generator group is a two generator group. But in going from one to two generators we lose 
control. It has been shown that every countable group is a subgroup of a two generator 
group, so we can never hope for a simple account of two generator groups. 

Problems 
4.37. A subgroup H of a group G is called proper if H # G and H # {l}. Let G be a cyclic group of 

order a prime p. Prove that G has no proper subgroups. 

Solution: 

We know from Theorem 4.9 that the number of subgroups of G is the same as the number of 
distinct divisors of p, which are p and 1. Hence the number of distinct subgroups of G is two. As 
{l} and G itself are two distinct subgroups, the number of proper subgroups is zero. 
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4.38. Prove that the only groups which have no proper subgroups are the cyclic groups of order p and 
the group consisting of the identity alone. 

Solution: 

Let G be a group with no proper subgroups, G # {1}. Let g E G, g # 1. Then 8 = gp(g) is a 
subgroup by Lemma 4.3. Since g E 8, 8 = G as G has no proper subgroups. Hence G is cyclic. 
If G is cyclic of order mn, m, n # 1, then, by Theorem 4.9, G has a subgroup of order m. But this 
is a proper subgroup. Hence G is cyclic of prime order or else possibly infinite cyclic, say G = 
gp(x) = { ... ,x-2,x-l,xO,xl,X2, ... }. But H=gp(X2) is a subgroup not equal to {1}, and not 
equal to G since x ~ H. Hence G can only be cyclic of order p, a prime. 

4,39. Find a group with two distinct subgroups both of the same order. rHint. Consider 8 3,] 

Solution: 

Let Ta = (1 2 3), T2 = (1 2 3). Then Igph)1 = Igp(T2)1 = 2. 213 132 

4.40. Find a group which is of infinite order but has a subgroup of finite order. (Hint. Try the group 
of Mobius transformations, M, of Section 3.5, page 77.) 

Solution: 

Let 71: z ~ lIz, 00 ~ 00. Then gp(71) is of order 2, but M is infinite. 

4.41. Let H be a subgroup of G. Let g E G. Prove that the set 8 = {g-lhg I hE H} is a subgroup 
of G. Prove that fJ: H ~ 8, defined by hfJ = g-lhg, is an isomorphism of H onto 8. If K is a 
:finite cyclic subgroup of G which contains both Hand 8, prove that H = 8. (Hard.) 

Solution: 

Since H # 0, 8 # 0. Let g-lh1g, g-lh2Y E 8. Then 

(g-lh1g)(g-lh2g)-1 = g-lh1gg- 1h"2 1g = g-1(h1h"21)g E 8 

because H is a subgroup implies h1h"21 E H. Thus 8 is a subgroup. fJ is an onto map, since 
hfJ = g-lhg. If h1fJ = h2fJ, then g-lh1g = g-lh2Y. Pre-multiply by g and post-multiply by 
g-l: g(g-lh1g)g-1 = g(g-lh2Y)g-l. Hence hI = h2 and so fJ is one-to-one onto. We need only 
check that fJ is a homomorphism to conclude the proof: 

h1fJh2fJ = g-lhlg' g-lh2g = g-lh1h2g = (h1h2)fJ 

Thus Hand 8 are isomorphic. 

If K is a finite cyclic subgroup containing Hand 8, then Hand 8 are both of finite order; and 
since they are isomorphic, IHI = 181. But, by Theorem 4.9, K has only one subgroup of any given 
order. Hence H = 8. 

4.3 COSETS 

a. Introduction to the idea of coset 

In this section we propose a natural question which introduces the idea of a coset. 
Cosets are important for other reasons: (i) With co sets we can perform useful counting 
arguments for finite groups. (ii) Cosets of a subgroup sometimes enable us to construct a 
new group from an old. We can also see how a group G is built up from one of its 
subgroups H and the group constructed from the cosets of H. (iii) The fundamental idea 
of a homomorphism can be re-interpreted in terms of the idea of a group constructed from 
cosets. 

What is the natural question we ask? In Section 3Ac, page 67, and Section 3.4e, 
page 73, we defined the group I of isometries of the plane E and the isometry group Is of 
a given figure S in E. Recall that an isometry 0' of E belongs to Is if for each tEE, 
to' E S implies t E S, and 8 E S implies 80' E S. Suppose 0' E I - Is. We ask: which ele-
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ments 0 of I are such that So = Ser? In the case 
where S is an equilateral triangle we know that Ser 
is a congruent equilateral triangle by Lemma 3.6, 
page 71. So the question we are asking is this: 
which other elements 0 of I send the equilateral 
triangle S onto the equilateral triangle Ser? 

Let SO = Ser. How are 0 and er related? If (j 

were equal to er, then Oer- 1 = L. If 0 and er were 
widely different, we would expect Oer- 1 to be any­
thing but L. Let q, = Oer- 1. We will show that q, is 
an element of Is. To do so observe that q, is an 
isometry of the plane E, since it is a product of 
isometries of E. Now SO = Ser implies that for 
each s E S there is atE S such that sO = ter, and 
conversely. Therefore for each s E S, 

sq, = sOer- 1 = (ter)er- 1 = t E S 

[CHAP. 4 

Suppose now that x E E and xq, E S. We must show that xES to complete the 
proof that q, E Is. Suppose xq, = t E S, Le. X(Oer- 1) = t. Now there exists an s E S such 
that ter = sO. Hence xO = ((xO)er-1)er = ter = sO and so xO = sO. As 0 is one-to-one, x = s. 
Hence xES. This means q, E Is. 

We have of course 0 = q,er. If we write Iser = {Terl T E Is}, we may put our deduction in 
the form 0 Elser. We have thus shown that every isometry 0 of E satisfying SO = Ser lies 
in the set of isometries Iser. Conversely if 0 Elser, then 0 = q,er for some q, E Is; then 
SO = Sq,er = Ser. This means that Iser consists of all the isometries 0 of E for which SO = Ser. 
Such a subset Iser of the group I of all isometries of E associated with the subgroup Is of I 
is called a right coset of Is in I. More generally we have the following 

Definition: Let G be a group and H a subgroup of G. Then a right coset of H in G is a 
subset of the form Hg = {x I x = hg, hE H} for some g in G. We define 
a left coset of H in G to be a subset of the form gH = {x I x = gh, hE H}. 

Note that a coset is a right or left coset according as the element g is on the right or . 
the left of H. 

In the case where the group G is written additively, Le. + is used to denote the binary 
operation, a right coset is written H + g. Of course, H + g = {x I x = h + g, hE H}. 

Problems 
4.42. Let G be the cyclic group of order 4 generated by {a}. Let H = gp(a2). Find all right co sets of 

H in G. Show that two cosets are either equal or else have no elements in common, and prove that 
the union of these cosets is G. 

Solution: 

H -1 = H = {1, a2 } is a right coset. Ha = {a, a3 } is a right coset. Ha2 = {a2, a4 } = {1, a2 } = H. 
Ha3 = {a3, a5} = {a3, a} = Ha. Thus the distinct co sets of H in G are Hand Ha. 

HnHa = 0, and HuHa = {1, a2 , a, a3 } = G. 

4.43. Let H be the trivial subgroup of a group G, i.e. H = {1}. Determine the distinct right co sets of 
H in G. 

Solution: 

If g E G, Hg = {lg} = {g}. Thus the co sets are the sets consisting of single elements of G. 
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4.44. Find the right co sets of H = gp(7"3) in S3 with the notation of Section 3.3a, page 57. What are 
the right cosets of K = gp(al) in S3? 

Solution: 

H = (,,7":1), H, = H, Hal = {al,7"2}, Ha2 = {a2,7"I}' These are all the cosets of H in S3' 

K = {ai' a2' ,}. The cosets of K are K, = K and K7"1 = {7"I' 7"2, 7"3}' 

4.45. Let A, B, C be subsets of a group G. If X and Yare subsets of G, we define XY = {g I g = xy, 
x E X and y E Y}. Prove that A(BC) = (AB)C. Hence conclude that if H is a subset of G, 
I, g E G, then (i) (fg)H = l(gH), (ii) H(fg) = (Hf)g, (iii) (fH)g = I(Hg). 

Solution: 

Let x E A(BC); then x = ad where a E A and dE BC. But dE BC implies d = be, where 
bE Band e E C; hence x = a(be) = (ab)e E (AB)C and so A(BC) \: (AB)C. Similarly (AB)C \: 
A(BC). Therefore A(BC) = (AB)C. (i), (ii) and (iii) follow immediately, e.g. (i) is the case where 
A = {f}, B = {g} and C = H. 

4.46. Let G be a group with a subset H. Show that IH = HI implies !-IH = HI-I. 

Solution: 

IH = Hf. Hence 

1-I(fH) = f-I(Hf), (f-lf)H = (f-IH)! and H = (f-IH)I 

Thus Hf- I = ((/-IH)f)I-1 = I-IH. 

Note that we have used the "associative law" proved in Problem 4.45. 

h. Cosets form a partition. Lagrange's Theorem 

In the problems above it is clear that any two right (or left) co sets are either disjoint or 
exactly the same and that the union of all the right (or left) co sets of H in G is G. We recall 
that a family of subsets of a set G is a partition of G if they are disjoint and their union is G. 
The examples above point to the following: 

Theorem 4.10: Let H be a subgroup of a group G. Then the right (left) co sets of H in G 
form a partition of H in G, i.e. the union of all the right (left) co sets of 
H in G is G itself and any pair of distinct cosets has empty intersection. 

Proof: It is easy to show that each element of G occurs in at least one right coset. 
(The proof for left cosets is similar and is not included here.) For if g E G, then g E Hg 
since 1 E Hand 1· g = g. 

Suppose now that Ha and Hb are two cosets of H in G and that HanHb # ~, i.e. there 
exists g E Han Hb. Then g = h'a = h"b, h', h" E H. Hence a = h'-Ih"b = h"'b, h'" E H, 
since the product of two elements of H belongs to H. Therefore 

Ha = {ha I hE H} = {h(h"'b) I hE H} C Hb as hh'''b = hlb, hi E H 

Similarly Hb C Ha. Thus Ha = Hb and any two cosets are either disjoint or identical. 

In Section 4.3a we mentioned in (i) that co sets are useful for counting arguments; this 
follows from Theorem 4.10. If G is of finite order and H a subgroup of G, then, since 
the cosets of H in G are disjoint, the order of G is the sum of the number of elements in 
each coset. We use this fact in proving 

Theorem 4.11 (Lagrange's Theorem): The order of a subgroup H of a finite group G 
divides the order of G. 

Proof: Let the distinct co sets of H in G be Hg l , Hg2, ... , Hgn. Since these form a 
partition of G, 

(4.4) 
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What is IHgl? We will show that the mapping ()g: H ~ Hg defined by h() = hg is a one­
to-one onto mapping and hence IHI = IHgl. Clearly {)g is onto by the definition of right 
coset. If hlg = hzg, then multiplying by g-l on the right we conclude that hi = h2 and so 
hl{)g = h2{)g implies hi = h2. Therefore ()g is one-to-one and onto and IHI = IHgl. Thus 
for each i, IHI = IHgil. Hence IGI = nlHI by (4.4). 

Corollary 4.12: Let G be a finite group and g an element of G of order m. Then m 
divides IGI. 

Proof: The order of g is the order of gp(g) which is a subgroup of G. Then by Theorem 
4.11, Igp(g)1 divides IGI. But m = Igp(g)l. Hence m divides IGI. 
Corollary 4.13: If G is of finite order n, and g E G, then gn = 1. 

Proof: Every element of G must be of finite order. Let g E G be of order m. Then, 
by the preceding corollary, m divides IGI and so IGI = qm. Hence glGI = gqm = (gm)q = 1 
and the result follows. 

Definition: Let the number of right cosets of H in G be called the index of H in G. Denote 
it by [G:H]. 

Note that [G: H] is read as "the index of H in G", i.e. in the opposite order to which 
G and H appear in [G: H]. 

Corollary 4.14: If G is a finite group, IGI = IHI· [G: H]. 

Proof: In the proof of Theorem 4.11 we conclude with "Hence IGI = nlHI ... ". Since 
n is the number of cosets of H in G, i.e. n = [G: H], we have IGI = IHI [G: H]. 

Problems 
4.47. Show that: (i) S7 has no subgroup of order 11; (ii) D4 has no subgroup of order 3; (iii) if g E A5 

and g7 = t, then g = t. 
Solution: 
(i) IS71 = 7! = 7·6·5· 4 • 3 • 2 = 7.5.32 .24• If H were a subgroup of S7 of order 11, then, by 

Theorem 4.11, 11 divides IS71. But in the prime decomposition of IS71 there is no 11. Hence 
there is no subgroup of order 11. 

(H) ID41 = 8. Since 3 does not divide 8, Theorem 4.11 tells us there is no subgroup of order 3. 

(iii) If g7 = t, then either g = t or g is of order 7, since gm = 1 implies that the order of g 
divides m. As m = 7 and is a prime, the only possibility if g =j:. t is that the order of g is 7. 
Now by Corollary 4.12 it would follow that 7 divides IA51, which is not true. Hence g = t. 

4.48. Prove that if G is a group of prime order, then G is cyclic. 

Solution: 
If G = {1}, there is nothing to prove. If 1 =j:. g E G, gp(g) = H is a subgroup of G. Hence 

its order, by Theorem 4.11, divides the prime IGI. As IHI =j:. 1, IHI = IGI since the only divisors of 
IGI are 1 and IGI. Thus H = G, as He G and Hand G have the same number of elements. 

4.49. Give the right and left cosets of H = gp({'7}) where '7 = u(O, 1, 1, 0) is an element of M, the group 
of Mobius transformations, Section 3.5a, page 77. 

Solution: 
If uta, b, e, d) EM, then 

Hu(a, b, e, d) = {t' uta, b, e, d), '7u(a, b, e, d)} = {uta, b, e, d), u(b, a, d, e)} 

by the rule for multiplication which is obtained in Problem 3.46, page 79. 

Now uta, b, e, d)H = {uta, b, e, d), u(e, d, a, b)}, as is easily checked. Thus we know what the 
right and left co sets are in terms of a, b, e, d. 
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c. Normal subgroups 

We discussed left and right cosets of a subgroup H in G. Each gives rise to a partition 
of G. How do these partitions compare? In particular, are they the same? Sometimes yes. 
In Problem 4.43, the right cosets are just the elements of G; the left cosets can similarly 
be shown to be just the elements of G. Sometimes no. In Problem 4.49 the right coset 
containing a(a, b, c, d) also contains a(b, a, d, c). But the left coset containing a(a, b, c, d) 
contains a(C, d, a, b). With a suitable choice of a, b, c, d we can ensure that a(b, a, d, c) >/= 

a(C, d, a, b), e.g. if a = b = c = 1, d = 0, then a(I, 1, 0, 1) oF a(I, 0,1,1). Thus the left and 
right cosets of H in G do not coincide. 

We ask: when do the right and left cosets of a subgroup H in a group G coincide? 
Suppose every left coset of H is also a right coset of H in G. Let a E G. aH contains a, 
as does Ha. Since the right cosets form a partition, the only right coset containing a is Ha. 
But we have assumed that there is some right coset which is the same as aH. Hence it must 
be Ha, and so aH = Ha. In other words if every left coset of H in G is a right coset, then 
for every a E H we must have aH = Ha. 

Proposition 4.15: A necessary and sufficient condition for the left co sets of H in G to 
provide the same partition as the right is that for each a E G, aH = H a. 

Proof: We have proved above that if every left coset is a right coset, Ha = aH. Let 
Ha = aH for all a E G. {Ha I a E G} is the set of all the right cosets of H in G. There­
fore every right coset of H in G is a left coset of H in G. Similarly every left coset of 
H in G is a right coset of H in G. This completes the proof. 

If Ha = aH for all a E G, then for each hE H, ha = ahl for some hI E H.' Hence 
a- 1ha E H for each hE H. 

Conversely if a- 1ha = hI, for some hI belonging to H, ha = ah1• Hence Ha C aH. 
If ah E aH and assuming x- 1hx E H for all x E G and all hE H, then ah = ah(a- 1a) = 
«a- 1)-lha- 1)a E Ha. Accordingly Ha d aH and aH = Ha. Thus we have 

Proposition 4.16: aH = Ha for all a E G if and only if a- 1ha E H for all h E Hand 
all a E G. 

Definition: A subgroup H of a group G is normal (also called invariant) in G if g-lhg E H 
for all g E G and all hE H. We write H ~ G and read it as: "H is a 
normal subgroup of G". 

By Proposition 4.16, H is normal in G if and only if Hg = gH for all g E G (equiva­
lently, g-IHg = H). 

In Section 4.3a we gave in (ii) and (iii) reasons for the importance of some cosets. The 
cosets we had in mind are those arising from normal subgroups. 

Problems 
4.50. Prove that every subgroup of an abelian group is a normal subgroup. 

Solution: 
Let G be abelian and H any subgroup of G. Then if g E G and hE H, g-lhg = h; for since 

G is abelian, gh = hg and hence multiplying by g-1 on the left, h = g-lhg. Then if hE H, 
g-lhg E H. Thus H is a normal subgroup of G. 

4.51. Prove that An <J Sn for each positive integer n. 

Solution: 
Let U E An' l' E Sn. Is 1'- 1U1' E An? Now l' is either odd or even. If l' is even, then l' and 

1'-1 E An and so 1'- 1U1' E An' If l' is odd, then 1'-1 is also odd, and hence 1'- 1 U is odd, for u E An. 
Since 1'- 1U and l' are odd, their product 1'- 1U1' is even. Hence 1'- 1U1' E An. Note that we used 
Lemma 3.2, page 62. 
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4.52. Let H be a finite cyclic subgroup of G, and let H <J G. Let K be a proper subgroup of H. Prove 
that K <J G. (Hard.) 

Solution: 

Let K = gp(y). Note that if y is of order m, and g E G, then g-lyg is also of order m, since 
(g-lyg)m = g-lymg = 1 and (g-lyg)r = 1 implies g-lyrg = 1 and therefore yr = 1. Hence m 
divides r, and the order of g-lyg is m. Since H <J G, g-lyg E H. Therefore gp(g-lyg) is a sub­
group of H of order m. Then by Theorem 4.9(iv), gp(g-lyg) = K. In particular, g-lkg E K for 
any kEG. Hence K <J G. 

d. Commutator subgroups, centralizers, normalizers 

We will now introduce some subgroups which are normal. 

1. If G is a group, we define the center of G, denoted by Z(G), to be 

{z I z E G and for all g E G, gz = zg} 

Z(G) turns out to be a normal subgroup of G (see problems below). 

2. If G is a group and x, y E G, then x-1y-1xy is called the commutator of x and y or, more 
briefly, a commutator. We often write [x, y] for the commutator x-1y-1xy. The sub­
group of G generated by all commutators is called the commutator subgroup (also called 
the derived group) of G and is denoted by G'. Again G' turns out to be normal in G. 

Proceeding along somewhat different lines, let A be a subset of a group G. 

1. The centralizer C(A) of A (in G) is defined by 

C(A) = {cl cEG and for all aEA, ca=ac} 

C(A) is a subgroup of G (see problems below). If A is an abelian subgroup, A is normal 
in C(A) (see problems below). 

2. The normalizer N(A) of A in G is defined by 

N(A) = {n I nEG and An = nA} 

N(A) is a subgroup of G and, if A is a subgroup of G, A is normal in N(A). Furthermore, 
if A is a subgroup of G, A is normal in G if and only if N(A) = G. These facts will be 
proved in the problems below. 

The details concerning the groups Z(G), G', C(A), N(A) appear in the problems below. 
In Chapter 5 we will use the concepts we have just introduced. 

Problems 
4.53. Prove that the inverse of a commutator is a commutator. 

Solution: 
[x, y] = x-1y-1xy = z, say. So z-l = y-1x-1yx = [y, x]. 

4.54. Prove that G' is normal in G. 

Solution: 
We must show that if g E G and hE G', then g-lhg E G'. If h is a commutator, say 

h = x-1y-1xy, then 

g-lhg = g-lx-1gg-1y-lgg-lxgg-1yg = x11Y11X1Y1 = [Xl> Y1] 

where Xl = g-lxg (consequently x1
1 = g-lx -1g ) and Y1 = g-lyg. 

Now any element h of G' is a product of commutators and their inverses; and as an inverse of 
a commutato~ is a commutator, every element h of G' is a product c1 ••• ck of commutators. Therefore 

g-lhg = g-1(C1 ··· Ck)g = g-lc1gg-1c2g··· g-lckg = d1d2 ··· dk 

where di = g-lCjg . But we have just shown that d j is a commutator. Hence if hE G', g-lhg E G'. 
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4.55. Show that G is abelian if and only if G' = {I}. 

Solution: 

Suppose G is abelian and that x, y E G. As x and y commute (i.e. xy = yx), [x, y] = x- 1y-1xy = 
x- 1x = 1. Then G' is the subgroup of G generated by 1, and G' = 1. Now if G' = {I},. then in 
particular any commutator [x,y] = x- 1y-1 xy = 1. Hence x(X- 1y-1 xy) = x and y(y-1xy) = yx, 
i.e. xy = xy. Thus G is abelian. 

4.56. Show that every element in Aa is a commutator of elements in S3. Hence show that S; = A 3. 

Solution: 

We use the table of Section 3.3a, page 57. 7"1 = 7"~1. 7"~lU~17"lU1 = 7"lU27"lU1 = U1U1 = U2. 
7"~lU;17"lU2 - 7"lUl7"lU2 - U2U2 - U1. 7"~lt-l7"lt - t. Thus every element of Aa is a commutator of ele­
ments in S3 (A3 is listed in Problem 3.23, page 63). If we can show that all commutators belong to 
A 3, then A3 = S~. This is a matter of trying all possibilities, e.g. 7"~17";17"17"2 = 7"17"27"17"2 = U1. Hence 
the result. 

4.57. Show that the commutator subgroup of M of Section 3.5a, page 77, is infinite. [Hint. Find an in­
finite cyclic subgroup generated by a commutator.] 

Solution: 
[u(2, 0, 0,1), u(l, 1,0,1)] = u(l, -1, 0, 1) = u, say. Now gp(u) is infinite cyclic, as un = (1, -n, 0,1) 

for each n. Since the commutator subgroup of M contains gp(u), it is infinite. 

4.58. Prove that if G is any group, Z(G) is a normal subgroup of G. 

Solution: 

1 E Z(G), since 19 = gl for all g E G. Consequently Z(G) ~ 0. If g1> g2 E Z(G) and 
g E G, then g(glg;l) = (ggl)g;l = gl(gg;l) = glg;lg since gg2 = g2g implies g;lg = gg;l. It 
follows that Z(G) is a subgroup of G. If g E G and hE Z(G), then gh = hg and so h = g-lhg. 
Hence U- 1hU E Z(G) for all U E G and all hE Z(G). Thus Z(G) is normal in G. 

4.59. Show that C(A) is a subgroup of G and, if A is an abelian subgroup of G, A <J C(A). 

Solution: 

1 E C(A) and so C(A) ~ 0. If gl' g2 E C(A), and a E A, then U2a = ag2 and hence 
au; 1 = u;la, i.e. u2-

1 E C(A). Now ag1g;1 = U1aU;1 = U1g2-1a and so glg2-1 E C(A) if 
gl, g2 E C(A). Therefore C(A) is a subgroup of G. If A is an abelian subgroup, then each a E A 
belongs to C(A). Now if g E C(A), then for each a E A, ga = ag, i.e. g-lag = a E A. Accord­
ingly A <J C(A). 

4.60. Show that if A is a subset of G, then N(A) is a subgroup of G. Show that if A is a subgroup 
of G, then A <J G if and only if N(A) = G. 

Solution: 

N(A) ~ 0, since 1 E N(A). Let I,g E N(A). Using the results of Problems 4.45 and 4.46, 
UA = Ag and IA = AI implies (fg-1)A = 1(g-lA) = I(Ag-1) = (IA)g-l = (AI)g-1 = A(fg-1). 
Hence I, U E N(A) implies Ig-1 E N(A). Therefore N(A) is a subgroup of G. Clearly, if A is a 
subgroup, A C N(A) and A <J N(A). 

If A is a subgroup and A <J G, then for each g E G, UA = Ag. Hence U E N(A) and so 
G C N(A). Therefore G = N(A). If A is a subgroup and N(A) = G, then since A <J N(A), A <J G. 

4.61. Find all normal subgroups of Sa. 

Solution: 
We use the notation and multiplication table in page 57. 

Clearly {t} and S3 are both normal subgroups of S3. There are no normal subgroups of Sa con­
taining elements of order 2 except Sa. The elements of order 2 in Sa are, as we readily check by 
using the multiplication table for S3' 7"1,7"2 and 7"a. Suppose for example that a normal subgroup 
N of S3 contains 7"1; then U~17"lU1 = U27"lU1 = 7"2 E N. Similarly 7"3 E N. Hence 7"17"2 = U2 E N 
and u~ = U1 E N, and so it follows in this way that N = S3. 
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We have shown that if N is a normal subgroup of S3, then if N contains elements of order 2, 
N == S3. Therefore if N # {,}, then N must contain elements of order 3 (there are only elements 
of order 1,2, or 3 in S3). Now 0"1 and 0"2 == O"~ are the only elements of S3 of order 3. In fact 
{" 0"1, 0"2} is a normal subgroup of S3. For example, 7";-10"17"1 == 7"10"17"1 == 0"2 E {" 0"1> O"z}. Accordingly 
S3 has precisely three distinct normal subgroups. 

4.62. Show that if A is a subgroup of G and B <J G, then AB is a subgroup of G, where 

Solution: 

AB # 0, as 
bi E B. Now 

AB == {x I x == ab, a E A, b E B} 

1 == 1'1 E AB. If gl, g2 E AB, then gl == alb l , g2 == a2b2 where ai E A and 

glg;1 a l bl b2-
l a;1 == a l b3a 2-

1 (where b3 E B) 

a la;la2b3a;1 == ala;l(a;I)-lb3(a;l) 

ab, say, 

where a == ala;1 E A, and b == aZb3a;1 E B as B <J G. Thus glg;1 E AB and AB is a sub­
group of G. 

4.63. Show that the intersection of two normal subgroups is a normal subgroup. 

Solution: 

We refer the reader to Problem 3.15, page 55, in which we proved that the intersection of two 
subgroups is a subgroup. If H, K are normal subgroups of G, then HnK is a subgroup of G. If 
cEHnK and gEG, then g-lcgEH as cEH and H<J G, and g-lcgEK as cEK and 
K <J G. Thus g-Icg E HnK, and so HnK is normal in G. 

e. Factor groups 

In Section 4.3a we mentioned that the concept of a coset sometimes gives rise to a new 
group. This occurs when, and only when, the group is normal. 

Let G be a group and N <J G. Let us denote by GIN (read as "G over N", or "G factor 
N", or "the factor group of G by N") the set of right co sets of N in G. We turn GIN into a 
groupoid by defining a binary operation as follows. 

Define a product of two co sets Na and Nb to be the coset Nab. This definition of multi­
plication depends on a and b. But it is conceivable that if Na = Nal and Nb = Nb l, that 
Nalb l # Nab. In such case, what would '.ve take for the "product" of the two cosets, Nalbl 
or Nab? What we must show is that the product of two co sets is uniquely defined by the 
formula NaNb = Nab when N <J G. If Nal = Na and Nb l = Nb, then al = na for some 
n E Nand bl = mb for some mEN. Accordingly, 

alb l = namb = n(ama-l)ab = lab 

where l = n(ama- l). Since N <J G, ama- l EN and hence lEN. Thus albl E Nab. 
Since the cosets form a partition, it follows that Nalb l = Nab. But this is just what we 
wanted to prove. 

Thus GIN with this binary operation is a groupoid. Is it an associative groupoid? 

((Na)(Nb))(Nc) = (Nab)Nc N(ab)c = Na(bc) (as G is associative) 

= (Na)(Nbc) = (Na)((Nb)(Nc)) 
and so GIN is an associative groupoid. 

Theorem 4.17: GIN is a group. The mapping v: G ~ GIN defined by gv = Ng is a homo­
morphism of G onto GIN. 

Proof: First, GIN is an associative groupoid. N 1 = N is an identity, for Na' N1 = 
N(a '1) = Na and N· Na = N(1' a) = Na. Next, each element Na has an inverse, for 
NaNa- l = N(aa- l) = N while Na-lNa = N(a-la) = N. Thus GIN is a group. 

Clearly v is a mapping of G onto GIN. Since (glg2)v = N(glg2) and (glv)(g2v) = 
NglNg2 = Nglg2, (glg2)v = (glv)(g2v) and hence v is a homomorphism. 
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v is called the natural homomorphism of G onto its factor group GIN. 

Note that in the case where G is a group whose binary operation is +, as we remarked 
at the end of Section 4.3a, the elements of GIN are of the form N + g. Instead of using 

. the multiplicative notation for GIN, we use additive notation. Our definition of the product 
of two cosets is written as the sum: (N + g1) + (N + g2) = N + (gl + g2). 

Problems 
4.64. Prove that Z/E"", C2, where E is the set of even integers and C2 is the cyclic group of order 2. 

Solution: 

As Z is abelian, E is a normal subgroup of Z and Z/E makes sense. A coset of E is of the 
form E + z, z E Z. E + 0 consists of all the even integers, E + 1 of all the odd. Since an integer is 
either odd or even, these are all the co sets. gp({(E + 1)}) contains E + 1 and (E + 1) + (E + 1) == E, 
and so gp({(E + 1)}) == Z/E. Thus Z/E is cyclic of order 2. Hence the result. 

4.65. Is Q/Z "'" Q, where Q is the additive group of rationals? (Hint. Examine the order of the ele­
ments of Q/Z.) 

Solution: 

A coset of Z in Q is of the form Z + q, q E Q. As q == mIn for some integers m, n, it follows 
that nq E Z. Then 

(Z + q) + (Z + q) + ... + (Z + q) == Z 
~--------~----------~; 

n term~ in all 

and therefore Z + q is of finite order in Q/Z. Thus every element of Q/Z is of finite order. On the 
other hand no element other than 0 of Q is of finite order, for nq =1= 0 if q =1= 0 and n =1= O. It is 
this fact that we will utilize to prove that Q/Z is not isomorphic to Q. Suppose it were and that 
0: Q/Z -4 Q was such an isomorphism. Choose q E Q (q =1= 0); then there exists an element Z + r 
of Q/Z such that (Z + r)o == q. Now Z + r is of finite order n, say. Then (n(Z + r»o == nq and now 
n(Z + r) == Z. Since Z is the identity of Q/Z and 0 is an isomorphism, 0 takes Z to the identity of 
Q, namely 0; hence nq == O. But q =1= 0, so nq =1= O. This contradiction proves that there exists 
no isomorphism of Q/Z onto Q. 

4.66. Find S3/S~. 

Solution: 

From Problem 4.56, S~ == A 3. Hence the co sets of S3/S~ are A3 == A 3, == {" 0'1> O'2} and 
A37"l == h1' 7"2' 7"3}' Thus S3/S~ consists of these two cosets. The multiplication table is 

A3 A37"1 

4.67. Prove that if G "'" H, then G' "'" H' and Z(G) "'" Z(H). 

Solution: 
Let 0 be an isomorphism from G to H. Then 'II == 0IG' is a monomorphism into H, since 0 is 

both one-to-one and a homomorphism. 

What is G'¥? The elements of G' are products of commutators and their inverses. As the 
inverse of a commutator is a commutator, each element of G' is of the form Cl ••• Ck, where each 
Ci is a commutator. Then the images of G' under'll are of the form Cl¥ •.• Ck¥' If 

C == [a, b] == a- 1b- 1ab, then C¥ == (ao)-1(bo)-1aobo == lao, bo] 

Thus the Ci¥ are commutators and so G'¥ C H'. 
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To show G'>Jr = H', we need only show that all possible commutators [ht> h21 are images under 
'iF. As 0 is onto, there exists gl' g2 such that glO = hI' g20 = h2. Hence [gt> g21>Jr = [ht> h21. There­
fore G'>Jr = H' and consequently G' == H'. 

Let ¢ = 0IZ(G)' Then ¢ is a monomorphism of Z(G) into H, and we need only show that it maps 
onto Z(H) to prove Z(G) == Z(H). Let z E Z(G). For each hE H there exists g E G with go = h. 
Hence zoh = zogo = (zg)o = (gz)o = gozo-= hzo and so Z(G)¢CZ(H). Let x E Z(H). As 0 is onto, 
there exists y E G with yo = x. Let g E G. Then (gy)o = goyo = yogo = (yg)o. As 0 is one-to­
one, gy = yg. Hence y E Z(G), and every element of Z(H) is an image of an element of Z(G). The 
result follows. 

4.68. (i) If A is abelian show that A/A' == A. 

(ii) Show that G/G' is abelian. 

(iii) Show that G/N abelian implies N -:2 G'. 

Solution: 

(i) A' is the subgroup generated by the commutators x-Iy-Ixy, x,y E A. As A is abelian, 
x-Iy-Ixy = y-Ix-Ixy = y- 11y = 1 and A' is the subgroup generated by 1. Since any prod­
uct of 1 and its inverse is again 1, A' = {1}. Let p be the natural homomorphism of A to 
A/A'. To show P is an isomorphism we need only show that it is one-to-one. Suppose alP = a2P, 
i.e. {1}al = {1}a2, i.e. {al} = {a2}. Then of course al = a2' so p is one-to-one. Thus P is an 
isomorphism. 

(ii) Let G'x and G'y be two elements of G/G'. Then G'xG'y = G'xy while G'yG'x = G'yx. Now 
(x-I)-I(y-I)-lx-1y-1 = xyx-1y-1 E G', and so G'yx contains the element xyx-Iy-l. yx = xy. 
But G'xy contains xy; hence G'xy = G'yx. Therefore (G'x)(G'y) = (G'y)(G'x) and G/G' is 
abelian. 

(iii) We need only show that N contains every commutator. For then N contains the subgroup 
generated by the commutators, which is G' by definition. 

If G/N is abelian and x, yare any elements of G, (xy)N = xNyN = yNxN = (yx)N. Hence 
xy = yxn where n E N. Multiplying on the left by y-l and then by x-I, we obtain 
x-1y-Ixy = n, i.e. [x,yl EN. 

4.69. Show that if H is a subgroup of G containing G', then H <J G. Show that if H is of index 2 in 
G, then H <J G and G/H is cyclic of order 2. 

Solution: 
Let hE H and consider g-lhg. Now g-lhgh- l is a commutator, and hence belongs to G' and 

thus to H. Therefore g-lhgh- l • h = g-lhg E Hand H <J G. 

If now H is of index 2, G = HUHg where HnHg = 0. Let hE H. If kEG, then k = hI 
or k = hlg (hI E H). Hence 

or 

where h2 E H. If g-lh2g E H, we are through. Otherwise g-lh2Y E Hg, so that g-lh2fl = h'g 
(h' E H) and thus g-lh2 = h'. Hence g = h2h- 1 E H. But this contradicts the assumption 
HnHg = 0. Thus we are forced to conclude that k-1hk E H for every hE H and every kEG, 
i.e. that H <J G. The two cosets of H in G are Hand Hg for some g Iii!: H. Accordingly gp(Hg) = 
G/H and so G/H is cyclic of order 2. 

4.70. Show by considering a suitable non-normal subgroup H of S3 that the product of two co sets cannot 
be defined as on page 114 without ambiguity. 

Solution: 

We use the notation of Section 3.3a, page 57, in dealing with the symmetric group S3 of degree 
3. Let us take H = gp(71) = {1,71}' HUI = {ut> 73} = H73 while HU2 = {U2,72} = H72' In page 114 
we defined the product of the coset HUI and HU2 as HUIU2 = H. However, the product of H73 and 
H72 would be H7372 = HUI 0;6 H. This means that the product of cosets is not uniquely defined. 
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4.4 HOMOMORPHISM THEOREMS 

a. Homomorphisms and factor groups: The homomorphism theorem 

We now consider the connection between homomorphisms and factor groups. We have 
already established in Theorem 4.17 that corresponding to every factor group GIN there 
is a homomorphism v: G -? GIN such that Gv = GIN. What about the converse? Suppose 
now that 0 is a homomorphism of G into a group H. 

We ask: is there a normal subgroup N of G such that GIN ==' GO? Let us define the 
kernel of 0 (denoted KerO) by KerO = {g I g E G, gO = I}. We will show that KerO will 
do the trick. 

Theorem 4.18 (Homomorphism Theorem, also called the First Isomorphism Theorem): 
If 0: G -? H is a homomorphism of a group G into a group H, then 
N = KerO is a normal subgroup of G, and 'r]: gO -? Ng defines an isomor­
phism of Go onto GIN. 

Proof: First we will show that N is a subgroup. If gl, g2 EN, then 

(glg;:I)O = (gIO)(g;:IO) = (gIO)(g20)-1 = 1·1 = 1 

and so glg;:l EN. Also 1 EN, so N oF~, the empty set. Thus N is a subgroup of G. 
To prove that it is a normal subgroup of G, let n EN and g E G. We must show that 
rIng EN; this will hold if (g-lng)O = 1. But 

(g-lng)O = (gO)-I(nO)(gO) = (gO)-II(gO) = (gO)-I(gO) = 1 

Hence g-lng EN and N is a normal subgroup of G. 

Next we must show that 'r]: gO -? Ng defines a mapping. It is conceivable that there 
exist gl oF g2 with glO = g20. We ask: is Ng I = Ng2? For if not, 'r] is not a mapping as 
it is not uniquely defined. Now glg;:l EN, for (glg;:l)(J = (gIO)(g20)-1 = 1 as glO = g20. 
Hence glg;:l EN and gl = ng2 where n EN. Thus Ng I and Ng2 have gl in common and, 
as the right co sets form a partition, N gl = N g2. Consequently 'r] is a well defined mapping. 

Is it a homomorphism? 

(gIOg20)ry = ((glg2)O)ry = N(glg2) = Ng INg2 = (gIO)ry(g20)ry 

and so 'r] is a homomorphism. 

Finally, is 'r] one-to-one? If (gIO)ry = (g20)'r], then N gl = N g2. Then ngl = g2 for some 
n E N, and g20 = (ngl)(J = nOglO = 1· glO = glO. Thus 'r] is one-to-one and hence is an 
isomorphism. 

Problems 
4.71. Let fJ be the homomorphism of Z into the mUltiplicative group of nonzero rational numbers defined 

by XfJ = 1 if x is even, and XfJ = -1 if x is odd. Find the kernel of fJ and examine the claim 
G/(Ker fJ) == GfJ. 

Solution: 

Ker fJ = {x I xfJ = I} = {x I x is even} and G/(Ker fJ) = {Ker fJ, Ker fJ + I}, so Ker fJ + 1 
generates G/(Ker fJ). We have (Ker fJ + 1) + (Ker fJ + 1) = Ker fJ; hence Ker fJ + 1 is of order 2 
and G/(Ker fJ) is cyclic of order 2. Now GfJ = {I, -I}. GfJ = gp({-l}) and, since (-1)' (-1) = 1, 
GfJ is also cyclic of order 2. Therefore G/(Ker fJ) and GfJ are isomorphic by Theorem 4.7, page 103. 

4.72. Check that the kernel of the natural homomorphism of the additive group of integers (Z, +) onto 
Z/2Z is 2Z, where 2Z = {x I x = 2z, z E Z}, i.e. 2Z is the set of even integers. 

Solution: 

The natural homomorphism p is defined by ZP = 2Z + z. The identity of Z/2Z is the coset 2Z. 
Consequently z E Ker p if and only if 2Z + z = 2Z and hence if and only if z E 2Z. Thus 
Kerp = 2Z. 
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4.73. Verify that if G is any group, the subgroup generated by the squares of the elements of G, i.e. 
elements of the form yy = y2, is a normal subgroup of G. 

Solution: 

Let S denote the subgroup generated by the squares of the elements of G. Let xES. Then x 
is a product 8182 ••• 8k of elements of G each of which is a square or the inverse of a square. Since 
the inverse of a square is also a square, we may assume each 81> ••• , 8 k is a square. If y E G, then 

y-1xy = y-181yy-182Y'" y-18ky = t1t2 •• ·tk 

where ti = y- 18 iY. We assert that each ti is a square. Since 8i = rf for some ri> 

ti = y-18iY = y-1riyy-1riY = (y-lriy)2 

and hence the ti are squares as asserted and y-1xy E S. Thus S <l G. 

4.74. Let 0' be the homomorphism of Q*, the multiplicative group of nonzero rationals into Q* defined by 
xu = Ixl. Find the kernel and image of 0'. Verify the homomorphism theorem directly in this case. 

Solution: 

0' is a homomorphism, since (xY)O' = Ixyl = Ixllyl = (xO')(yO'). 

KerO' = {x I xu = l} = {x I Ixl = l} = {l,-l}. 

Q*O' = {x I x = yO', Y E Q*} = {x I x E Q*, x is positive} 

Let p be the mapping of Q*/(Ker 0') into Q*O' that takes 

(KerO')q ~ qO' 

Now (Ker O')q = {q, -q}, and so the only other "representation" for the coset (Ker O')q is (Ker O')(-q). 
Hence the other possibility for p as far as (Ker O')q is concerned is that «Ker O')q)p = (-q)O'. But 
(-q)O' = lql = qO'. Thus p is a well defined mapping of G/Ker 0' into Q*O'. Since 

[(Ker O')ql • (Ker 0')q2]p = «Ker 0')qlq2)p = Iqlq21 = Iqlllq21 
= «Ker O')ql)p· «Ker 0')q2)P 

p is a homomorphism. Is p one-to-one? If (Ker O')qlP = (Ker 0')q2v, then we have that qlO' = q20" 
i.e. Iqll = Iq21· Thus if ql =1= q2' ql = -q2' Therefore (Ker O')ql = (Ker 0')q2' Hence p is one-to-one 
and it follows that Q* /(Ker 0') "" Q*O'. 

4.75. Let G be the group of mappings of the real line R onto itself of the form aa, b: x ~ ax + b, a =1= 0, 
a, b real numbers, x E R. Prove that the map fJ: aa,b -> aa,O is a homomorphism of G into G. 
Find the kernel and the image of this homomorphism and exhibit the isomorphism described in the 
homomorphism theorem. 

Solution: 

Note that aa,bac,d - aac, bc+d' since xaa,b = ax + band (xaa,b)aC,d = c(ax + b) + d. Then 
(aa,bac,d)fJ = (aac, bc+d)fJ = aac,O' (aa,bfJ)(ac,d fJ ) = aa,oac,o = aac,O' and so fJ is a homomorphism. If 
aa,b E Ker 9, we have aa,b9 = al,O as a LO = I, the identity mapping. Hence {aLb I b any real 
number} = Ker fJ. The image of fJ = {aa,o I a any nonzero real number}. 

A typical coset is 
(Ker fJ)ac,d = {a1,b I b any real number}ac,d 

{a c, bc+d I b any real number} 

{ac,e I e any real number} 

The isomorphism '1J between G/(Ker 9) and G9 as given by the homomorphism theorem is the one that 
takes the coset (Ker 9)ac,d to ac,o' 

4.76. Prove that if G is cyclic of order nand p divides n, then there is a homomorphism of G onto a cyclic 
group of order p. What is the kernel of this homomorphism? 

Solution: 

Let G = yp(x) and let n = pm. Let H be cyclic of order p, H = yp(y). We define 8 to be 
the mapping 
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(J is well defined as we established in Lemma 4.5 that the elements xi, 0 "" i "" n - 1, are all the dis­
tinct elements of G. Now let i and j be less than n. We have (xixi)(J = (xi+i-En)(J where € = 0 if 
i + j "" n - 1 while € = 1 if i + j :=:, n. Then 

(xix;)(J = yi+i-m = yiyiy-m 

Since the order of y divides n, y-en = 1. Hence (xixj)(J = yiyi = (xi(J)(xj(J) and so (J is a homomor­
phism. The kernel of (J is the set of all Xi such that Xi(J = 1, 0 "" i "" n - 1. Since xif) = yi and 
yi = 1 if and only if p divides i, 

Ker (J = {xi I p divides i} = {xp, x 2p, ... , x(m-l)p} = gp(xP) 

4.77. Let (R+, 0) be the multiplicative group of positive real numbers. Prove that the mapping of R+ 
into (R, +), the additive group of real numbers defined by f): x -> loglo x, is a homomorphism. What 
is the kernel of f)? What is the image? Using the homomorphism theorem, prove that 
(R+,o) == (R, +). 

Solution: 

(J is certainly a mapping of R+ into R. Furthermore, 

(xy)(J = loglo (xy) loglo X + loglo Y = X(J + y(J 

and so (J is a homomorphism. 

Ker(J = {x I loglox = 0, x E R+} = {1} 

We assert that R + (J = R. To see this observe that if x is any real number, then lOx E R + . 
Moreover, log lOx = x. Then if y is any element of R, 10Y (J = log lOY = y and hence R+(J = R. 

The homomorphism theorem states that R+/(Ker(J) == R+(J = R. As Kerf) = {1}, all we must 
do is show that R+ /{1} == R+. We can indeed show this in general: if G is any group, G/{l} == G. 
To do this we exhibit the isomorphism. Let p be the natural homomorphism of G onto G/{l}. Then 
we need only show that p is one-to-one. Suppose glP = gzP, i.e. {l}gl = {l}gz. Then {gl} = {gz} 
and consequently gl = g2' Hence P is one-to-one and thus an isomorphism. Accordingly 
R+ == R+/{l} == R and so R+ == R. 

4.78. Prove that the mapping (J: x -> eX defines an isomorphism of (R, +) onto (R+, 0), the multiplicative 
group of positive real numbers. 

Solution: 

(x + y)(J = eX+ Y = eXeY = (x(J)(y(J) and so (J is a homomorphism. If x(J = y(J, then eX = eY and 
eX - Y = 1, from which x - y = 0 and x = y, so (J is one-to-one. Is (J onto? Yes, for if y is any 
positive real number, the equation eX = y has a solution x E R. Thus (J is an isomorphism between 
(R, +) and (R+, 0). 

4.79. Prove that [fg, a] = g-l[f, a] gig, a] for any f, g and a in a given group. Suppose G'r;;;,Z(G), the 
center of G. Let a be a fixed element of G. Prove that the mapping (J: g -> [g, a] is a homomor­
phism of G into G. What is Ker (J? (Difficult.) 

Solution: 

Observe that [fg, a] = g-lf-1a-1fga. On the other hand, 

g-l[f, a] g[g, a] g-1(f- 1a- 1fa)g(g-la- lga) 

g-l f-1a-1f(agg-1a -l)ga 

g-lf-1a-1fga = [fg, a] 

If G' r;;;, Z(G), then [f, a] E Z(G) and rl[f, a]g = [I, a]g-lg = [f, a]. Therefore [fg, a] 
[f,aj[g,a]. Hence (fg)(J = f(Jg(J and (J is a homomorphism of G into G. Ker(J = {g I [g,a] = 1, 
g E G}. Thus Ker (J = C(gp(a», the centralizer in G of gp(a). 

4.80. Prove that if (J: G -> K is a homomorphism and IGI < 00, then IG(JI divides IGI. 

Solution: 

By the homomorphism theorem, G/(Ker (J) == G(J. By Lagrange's theorem, IKer (JI divides the 
IGI 

order of G. Therefore IG(JI = IKer (JI divides IGI· 
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4.81. Show that the group M of Mobius transformations is a homomorphic image of the group 

'U = {(: ~) I a, b, c, d complex numbers, ad - bc = 1} 

Find the kernel of the homomorphism. 

Solution: 

In Problem 3.48, page 80, we showed 

M = {u(a, b, c, d) I a, b, c, d complex numbers, ad - bc = 1} 

We define the mapping f.L: 'U ~ M by (: ~) f.L = u(a, b, c, d). Clearly f.L is a mapping. Further­

more, using the results of Problem 3.46, page 79, 

= U(a1a2 + C1b2' b1a2 + d1b2, a1c2 + C1d2, b1C2 + d1d2) 

U(a1' b1, C1' d1)u(a2' b2, c2, d2) = (:~ ~~) f.L (:: ~:) f.L 

Thusf.Lisahomomorphism. Kernelf.L = {G ~), (-~ _~)}, because (: ~)f.L = u(a,b,c,d) 

and u(a, b, c, d) = u(l, 0, 0, 1) (the identity of M) if and only if a = d = 1 and b = c = ° or 
a = d = -1 and b = c = 0, by Problem 3.49, page 80. Therefore 

M ~ 'U / {G ~), (-~ _~)} 

h. Correspondence Theorem. Factor of a factor theorem 

Let 0: G ~ K be a homomorphism of G onto K. If H is a subgroup of G, then HO is a 
subgroup of K. If H is normal in G, HO is normal in K. (See Problem 4.82 below.) 

What about the reverse of this procedure? Would the preimage of a subgroup S of K, 
i.e. the set {g I g E G, gO E S}, be a subgroup of G? We know that if S = {I}, then the 
preimage of S is Ker 0, and this is indeed a subgroup of G. We generalize this result in 
the following theorem. 

Theorem 4.19 (Correspondence Theorem): Let 0: G ~ K be a homomorphism of G onto 
K. The preimage H of any subgroup S of K is a subgroup of G containing 
Ker O. If S <J K, then H <J G. Furthermore if H1 is any other subgroup 
of G containing Ker 0 such that H 10 = S, then H1 = H. 

Proof: H = {g I gO E S}. Since l(} is the identity of K, and S contains the identity 
of K, then 1 E H and so H =1= p, the empty set. Also, if g, hE H, (gh- 1)O = gO(hO)-I. As 
gO E Sand ho E S, it follows that (gh -1)0 E S. Hence gh -1 E Hand H is a subgroup of 
G. Since KerO = {x I xO = I} and 1 E S, KerO CH. 

If S <J K, we must show that H <J G. Let hE H, g E G; then (g-lhg)O = (gO)-l(hO)(gO). 
Now hO E S, gO E K, and S <J K implies (g-lhg)O E S. Then g-lhg E H and so H <J G. 

Let H1 be a subgroup of G containing Ker 0 and suppose H 10 = S. We will show that 
H1 = H. Let h1 E H 1; then h10 E S. Now H = {g I gO E S}. Therefore h1 E Hand 
hence HI C H. On the other hand if hE H, then hO = 8 E S. Choose hI E HI such that 
k l O = 8. Then hh;1 E Ker 0 C HI and so hE HI and H C HI. Thus H = HI. 
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Corollary 4.20: Let 0: G ~ K be an onto homomorphism. Let S be a subgroup of K of 
index n < <Xl. Let H be the preimage of S. Then H is 6f index n in G. 

Proof: Let SkI, Sk2, ••• , Skn, where ki E K, be the distinct co sets of S in K. As 0 is 
an onto homomorphism, there are elements gl, ... , gn of G such that giO = ki. We claim that 

(4.5) 
are the distinct cosets of H in G. 

Suppose that Hgi = Hgj; then gigJ- I E H. Hence giO(gjO)-1 E S, i.e. kik j-
l E S, from 

which Ski = Skj and i = j. Thus we have shown that all the co sets in (4.5) are distinct. 

Let g E G. Then gO E K and so gO E Ski for some integer i. Hence gO = Ski with 
s E S. Consider x = ggil. xO = gO(giO)-1 = skiki l = s. Consequently ggi l is in the pre­
image of S, so that ggi- l E H. This means that g E Hgi. We have thus shown that every 
element of G is a member of one of the co sets in (4.5). It follows that (4.5) consists of all 
the co sets of H in G. 

Of course we can always reformulate results about homomorphisms with the aid of the 
homomorphism theorem as results about factor groups. Thus we have 

Corollary 4.21: Let N <J G. Let L be a subgroup of GIN. Then we can write L = HIN 
where H is a subgroup of G containing N. If L <J GIN, then H <J G. 
If Ht/N = HIN where HI and H are subgroups of G containing N, then 
HI=H. 

Proof: Let v be the natural homomorphism of G ~ GIN. Let H = {g I gv E L}. Then 
by the correspondence theorem H is a subgroup of G; and if L <J GIN, H <J G. Also, 
H v = L. Since v: g ~ N g, H v consists of all cosets Nh, h E H. Because H::> N = Ker v 
by the correspondence theorem above, HIN makes sense and consists of all the cosets Nh, 
h E H. Hence HIN = Hv = L. 

Now if HI::> Nand Ht/N = HIN, then Hlv = L. It then follows by the correspondence 
theorem that HI = H. 

(Problems 4.82-4.89 below may be studied before reading Theorem 4.22.) 

The reader may very well wonder what happens when we take a factor group of a 
factor group. For example, if N <J G and GIN is a group containing a normal subgroup 
MIN, then what is (GIN)/(MIN)? The next theorem tells us that this is isomorphic to a 
single factor group, i.e. a factor G by one of its normal subgroups. 

Theorem 4.22 (Factor of a Factor Theorem, also called the Third Isomorphism Theorem): 
If in the factor group GIN there is a normal subgroup MIN, M::> N, then 
M <J G and 

GIM "'" (GIN)/(MIN) 

Proof: Let v: G ~ GIN be the natural homomorphism of G ~ GIN. Let p: GIN ~ 
(GIN)/(MIN) be the natural homomorphism of GIN ~ (GIN)/(MIN). Put 0 = vp. Then 8 
is a homomorphism of G ~ (GIN)/(MIN); and since v is onto GIN and p is onto (GIN)/(MIN), 
vp is onto (GIN)/(MIN). Therefore GIKer (vp) "'" (GIN)/(MIN), by the homomorphism theorem. 
If g E G, gv = Ng and (Ng)p = (MIN)(Ng); note that here (MIN)(Ng) is a coset of the 
normal subgroup MIN in (GIN), i.e. an element in the group (GIN)/(MIN). Now the elements 
of MIN are all the cosets Nm, m EM. The identity of (GIN)/(MIN) is (MIN). We ask, 
what is the kernel of vp? It will be all g E G such that Uvp = (MIN)Ng = MIN. But in 
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that case Ng E MIN, i.e. Ng = Nm for some mE M. Hence g = nm where n EN. 
But M d N. Therefore gEM and so Kervp eM. Note that if mE M, m(vp) = 
(MIN)Nm = MIN. Then Ker vp = M. Thus M as a kernel of a homomorphism is normal 
in G and GIM ==0 (GIN)/(MIN), which is the required result. 

Problems 
4.82. Prove that if (J: G -> K is a homomorphism of G onto K, and H is a subgroup of G, then H(J is a 

subgroup of K. If H <l G, prove that H(J <l K. 

Solution: 

Since 1(J E H(J, H(J # 0. If Xl' X2 E H(J, Xl = hl(J, X2 = h2(J for some hI' h2 E H. Then 

where h = hlh;:l E H. Hence H(J is a subgroup of K. If now H <l G, then g-lhg E H for all 
g E G and all hE H. Now any element of K, say k, is of the form g(J for some g E G; and any 
element of H(J is of the form h(J. Is (g(J)-lh(Jg(J E H(J? Yes, because (g(J)-I(h(J)g(J = (g-lhg)(J and 
as g-lhg E H, (g(J)-I(h(J)g(J E H(J. Thus H(J <l H. 

4.83. Let G = D4 = {O"l' 0"2, 0"3, 0"4, 1', 1'0"2' 1'0"3' T0"4}' Let K = gp(b) be cyclic of order 2. Then (J: G -> K 
defined by O"i(J = 1, (TO"i)(J = b, i = 1,2,3,4, is a homomorphism of G onto K. (Take this as a fact.) 
Find all the subgroups of K and all their preimages. Check that the assertions of Theorem 4.19 and 
Corollary 4.20 hold. (See Problem 3.42, page 77, for the multiplication table.) 

Solution: 

The subgroups of K are KI = K and K2 = {1}. GI = the preimage of KI = {g I g(J E K} = G. 
G2 = the preimage of K2 = {g I g(J = 1} = {O"lo 0"2, 0"3' 0"4}' 

(a) GI , G2 are subgroups of G containing Ker (J = G2• 

(b) KI and K2 are normal in K, and GI and G2 are normal in G. 

(c) The subgroups of G containing Ker (J are GI and G2. We note then that Gi(J = Gj(J implies 
i = j where 1 "" i, j "" 2. 

(d) KI is of index 1 in K. GI is of index 1 in G. K2 is of index 2 in K. G2 is of index 2 in G, its 
co sets being GI = {O"lo 0"2' 0"3' 0"4} and TG2 = {T, 1'0"2' 1'0"3' T0"4}' 

Thus (a), (b), (c) and (d) agree with Theorem 4.19 and Corollary 4.20. 

4.84. Let G = gp(a) be cyclic of order 12 and let K = gp(b) be cyclic of order 4. Let (J: G -> K be 
defined by ai(J = bi, i = 0,1,2, ... ,11. Then (J is a homomorphism of G onto K. (Take this as 
fact.) Find all the subgroups of K and all their pre images. Check that the assertions of Theorem 
4.19 and Corollary 4.20 hold. 

Solution: 

The subgroups of K are Kl = K, K2 = {1, b2}, K3 = {1}. GI = the preimage of KI = 
{x I X(J E K} = G. G2 = the preimage of K2 = {x I X(J = 1 or x(J = b2}. Clearly 1 E G2• 
a(J = b # b2, hence a (;l G2• a2(J = b2, so a2 E G2. Continuing in this fashion we conclude 
that G2 = {1, a2, a4, a6 , as, aIO}. Finally, G3 = the preimage of K3 = {x I x(J = 1} = {1, a4, as}. 

(a) Glo G2 and G3 are all subgroups of G containing Ker (J = Gg• 

(b) K l , K2 and Kg are normal in K, and GI , G2 and G3 are normal in G (trivially, as G is abelian). 

(c) The subgroups of G containing the kernel of (J are those containing a4 • Hence the subgroups of 
G containing Ker (J are GI , G2 and Gg. Note Gi(J = Gj(J implies i = j (1 "" i, j "" 3). 

(d) Kl is of index 1 in K. GI is of index 1 in G. K2 is of index 2 in K, its co sets being K2 = {1, b2} 
and K 2b = {b, bg}. G2 is of index 2 in G, its cosets being G2 = {1, a2, a4, a6 , as, aIO}, and 
Gza = {a, a3 , as, a7 ,a9, all}. Kg is of index 4 in K. Gg is of index 4 in G, the distinct cosets 
being Gg = {1, a4, as}, Gga = {a, as, a9}, Gga2 = {a2, a6, alO}, Gga3 = {ag, a7, all}. 

Thus (a); (b), (c) and (d) agree with Theorem 4.19 and Corollary 4.20. 
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4.85. Let 0: G --> K be an onto homomorphism. Let K be cyclic of order 10. Prove that G has normal 
subgroups of index 2 and 5 and 10. 

Solution: 
Let K = gp(k). Then the subgroups KI = {1}, K z = gp(k5), Ka = gp(k2) are normal subgroups 

of K of index 10, 5 and 2 respectively. Consequently their preimages, by Theorem 4.19 and 
Corollary 4.20, are normal of index 10, 5 and 2 respectively. Hence the result. 

4.86. Let N <l G and suppose GIN is cyclic of order 6. Let GIN = gp(Nx). Find all the subgroups 
of GIN and express them in the form of Corollary 4.21. (Hard.) 

Solution: 
Let GIN = K. Let K j = {N}, K2 = {N, N x3}, Ka = {N, Nx2, NX4} and K4 = K. These are 

all the subgroups of K. To find the corresponding subgroups of Corollary 4.21 we let P: G --> GIN 
be the natural homomorphism, i.e. gP = N g. Then let Gi be the preimage of K;, i = 1,2,3,4. 

Gj {g I gP = N} = {g I Ng = N} = {g I g E N} = N 

G2 {g I gP = N or g = Nxa} = {g I Ng = N or Ng = Nxa} = NuNxa 

Ga {g I gP = N or gP = Nx2 or gP = NX4} = NuNx2uNx4 

G4 {g I gP E K} = G. Then GJN = Ki for i = 1,2,3,4. 

4.87. Use the correspondence theorem to prove that if H is a subgroup of G containing G' (the derived 
group of G), then H <l G (i.e. prove Problem 4.69 by another method). 

Solution: 
Let P: G --> GIG' be the natural homomorphism; then P is onto. GIG' is abelian by Problem 4.68. 

Any subgroup of GIG' is therefore normal, and thus Hp = S, say, is normal in GIG'. By the 
correspondence theorem, H is the preimage of S. Hence using the correspondence theorem once 
more, H is normal in G. 

4.88. Let H be a subgroup of index n in G. Let 0: G --> K be a homomorphism onto K. Prove that Ho is 
of index n in K if H d Ker o. 
Solution: 

It is only necessary to prove that S = Ho is of finite index in K, for then the result follows 
from Corollary 4.20. If Hg lo ... , Hgn are the co sets of H in G, then we claim that {S(gjo), ... , S(gno)} 
is the set of all the co sets of S in K. We need only show that if k E K, then k E S(giO) for some 
i = 1, .. . ,n. As 0 is onto, there is agE G such that go = k. Let g = kgi• Then k = go = 
kO(giO) E S(giO). The result now follows from Corollary 4.20. 

Alternatively we can show that S(gIO), ... , S(gno) are all distinct. Suppose S(giO) = S(gjo). 

Then (gio)(gl)-l = (g;llj-I)O E S. Hence gig;l E H as H, by the correspondence theorem, is the 
preimage of S. Accordingly i = j and the index of S in K is n. 

4.89. Let G be a group and let N be a normal subgroup of G. Suppose further that Land M are sub­
groups of GIN. Then show that we can write L in the form HIN, and M in the form KIN, where 
Hand K are subgroups of G containing N. Show also that if L (;; M, H (;; K; and if L <l M, H <l K. 
Show that if L (;; M and [M: L] = n < co, then [K: H] = n. 

Solution: 
This is just an application of Corollary 4.21 to Corollary 4.20 and Theorem 4.19. That L = HIN 

and M = KIN follows from Corollary 4.21. If p is the natural homomorphism, we recall that 
H = {g I gP E L} and K = {g I gP EM}. Hence if L (;; M, H (;; K follows immediately. Now if 
L <l M, we consider the homomorphism 0: K --> KIN defined by ko = kp for all k E K, i.e. 
0= PIK' Clearly Ko = KIN and the preimage of L is H, the pre image of M is K. We can then 
conclude from the correspondence theorem that H <l K. 

4.90. Let G = D 4 • Let M = {Ulo Ua, TUa, d, N = {UI' ua}. Then accept N <l G and M <l G. Consider 
GIN and MIN. Find (GIN)/(MIN) explicitly and check that it is isomorphic to GIM. In other 
words, check agreement with the factor of a factor theorem. (Use table on page 77.) 

Solution: 
GIN consists of the cosets Al = N = {Ulo ua}, A2 = U2N = {U2, U4}' Aa = TN = {T, TUa}, 

A4 = (TU2)N = {TU2,TU4}' Now M = {UI' Ua, TUa,T}, hence MIN consists of the elements AloA3' 
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MIN <l GIN. Therefore we can talk of (GIN)/(MIN). The elements of this group are the cosets of 
(MIN) in (GIN). These cosets are B! = (MIN)A! = {Av A 3} and B2 = (MIN)A2 = {A!AZ' A 3A z} = 
{A 2, A 4 }. (A3A2' for example, is calculated as follows: A3A2 = (rN)(u2N) = (ru2)N = A 4.) Multi­
plication in the group (GIN)/(MIN) is calculated in the usual way for cosets, e.g., 

B2B2 = (MIN)A 2(MIN)A 2 = (MIN)(A 2A 2) = (MIN)A! = B! 

as A2A2 = (U2N)(U2N) = U3N = N = A!. It is clear then that (GIM)/(MIN) = {B!,B2} is the cyclic 
group of order 2 generated by B 2• 

Now let us decide what GIM is. The elements of GIM are the co sets C! = M = {u!, U3' rU3' r} 
and C2 = MU2 = {U2, U4, rU4, rU2}' As C2C2 = MU2Mu2 = MU3 = M, GIM = {Cv C2} is the cyclic 
group of order 2. Therefore GIM "'" (GIN)/(MIN). 

4.91. Let G be the cyclic group of order 12, say G = gp(a). Let M = gp(a2), N = gp(a6). Consider GIN 
and MIN. Find (GIN)/(MIN) explicitly and check that it is isomorphic to GIM. In other words, 
check agreement with the factor of a factor theorem. (Difficult.) 

Solution: 
GIN consists of the co sets A! = N = {1, a6}, A2 = Na = {a, a7}, A3 = Na2 = {a2, as}, A4 = 

Na3 = {a3, a9}, As = Na4 = {a4, a!O}, A6 = Nas = {as, all}. 

Now M = {1, a2, a4, a6, as, a!O}. Hence MIN consists of the elements Av A3 and A 5• MIN <l GIN, 
and we can talk of (GIN)/(MIN). The elements of this group are the cosets of MIN in GIN. These 
cosets are 

Multiplication is calculated in the usual way, 

B2B2 = (MIN)A 2(MIN)A 2 = (MIN)(A 2A 2) 

Now the product of A2 and A2 is also the product of cosets. As A2 = Na, A2A2 = Na2 = A 3. Hence 
BzS2 = (MIN)A3 = B!. It is clear then that (GIN)/(MIN) = {Bv B 2} = gp(B2) is a cyclic group of 
order 2. 

Now let us decide what GIM is. The elements of GIM are the cosets 

C! = M = {1,a2,a4,a6,aS,a!O} and C2 = Ma = {a,a3,a5,a7,a9,all} 

Clearly GIM = gp(C2) is cyclic of order 2. Hence GIM "'" (GIM)/(MIN). 

4.92. Let G be any group. Let F! (G) be all possible nonisomorphic factor groups of G. Let Fi+! (G) = 
{All possible factor groups of the groups in Fi (G)}. In the particular case that G is cyclic of 

00 

order 25, find all nonisomorphic groups in U Fi(G), i.e. FdG)uF2 (G)u···. (Hard.) 
i=l 

Solution: 
It is sufficient to consider FtlG). For if L E F 2(G), L = MIN where ME F! (G). But then 

M = GIK, by definition of F! (G). Thus L is a factor of a factor group. Hence by the factor of a 
factor theorem it is isomorphic to a factor group of G. 

We must therefore find the number of factor groups of G. All subgroups of G are known. G 
has unique subgroups of orders 1,2,22,23,24 and 25 by Theorem 4.9, page 105. The factor groups 
will therefore be of orders 25,24,23,22,2 and 1. In each case the factor groups will be cyclic. For 
if G = gp(a) and N is a subgroup of G, gp(Na) = GIN. Hence the result. 

c. The subgroup isomorphism theorem 

In the homomorphism theorem we were able to say that the image of a homomorphism 
(): G ~ K was essentially a factor group of G. What can we say about the effect of () on 
subgroups? Let H be a subgroup of G. Let (h = 8rH , i.e. 8! is the mapping of H to K de­
fined by h8! = h8, hE H. Then 8! is a homomorphism of H ~ K, and so H8! = H8 e. 

HI(Ker8!). Now if Ker8 = N={xl xEG, x8 = I}, then Ker8! = {xl xEH and 
X(}l = x(} = I} = HnN. So H8 = H(}! e. HI(HnN). On the other hand, we know H8 is 
a subset of G(} and G(} "" GIN. 

Our question is: what has HI(HnN) got to do with GIN? It must be isomorphic to 
some subgroup of GIN. But which? This is what the subgroup isomorphism theorem is 
about. 
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Theorem 4.23 (Subgroup Isomorphism Theorem, also called the Second Isomorphism 
Theorem); Let N <J G and let H be a subgroup of G. Then HnN <J H, 
HN is a subgroup of G, and 

H/(HnN) "" HN/N 

(HN = {hn I h E H, n E N}) 

Proof: If n E HnN and hE H, then h-Inh EN as N <J G, and h-Inh E H as 
n E H. Therefore h-Inh E HnN and HnN <J H. 

HN is a subgroup, for it is not empty; and if Xl, X2 E HN, then Xl = hlnl, X2 = h2n2 and 

XIX;1 = hlnln;lh2-
1 = hln3h;1 = hlh;lh2n3h;1 = hn4 

where n3 = nln;l EN, hlh;l= hE Hand h2n 3h;l= n4 EN as N <J G. Hencexlx;l E HN 
and HN is a subgroup of G. 

Let cp: H ~ HN/N be defined by hcp = Nh. Then cp is clearly onto, i.e. Hcp = HN/N. Also 
cp is a homomorphism: (hlh'J)cp = N(hlh2) = NhlNh2 = hlcph2cp. By the homomorphism theo­
rem, Hcp "" H/(Kercp). Kercp = {x I X E H, Xcp = 1} = {x I x E H, Nx = N}. If Nx = N, 
then 1x = x EN; and if x EN, Nx = N. Therefore Kercp = {x I x E H, x EN} = HnN. 
Hence HN/N "" H/(HnN). 

Problems 
4.93. Let Q* be the multiplicative group of rationals. Let N = {1, -1}. Let H be the subgroup generated 

by H-}. Find HN, HN/N and thereby verify the assertion of the subgroup isomorphism theorem 
that HN/N"" H/HnN. 

4.94. 

Solution: 

The elements of H are all of the form (t)r, r various integers. 

HN = {x I x = hn, hE H, n E N} = {x [ x = h or x = -h, h E H} 

= {x [ x = ±(i)r for all integers r} 

A coset of HN/N is of the form Nx = {1, -1}x = {x, -x} where x E HN. Now if x E HN, 
x = ±(i)r. Hence each coset is of the form {(i)r, -(i)r}. Since N(i)· N(i) •...• N(!) = N(i)r and 

'----==------=--" ' 
r 

(!)r E N(i)r, each coset of HN/N is a power of N(i). Thus gp({N(!)}) = HN/N; and since 
(!)r e N for r =F 0, HN/N is the infinite cyclic group. 

Now HnN = {x I x = (-~)r for some r and x = ±1} = {1}.Hence H/(HnN) "" H. But H is 
infinite cyclic. Thus we have verified that H/(HnN) "" HN/N. 

(
1 2 3 

Let u = 
2 1 3 

Solution: 

::: :) and H = gp({u}). Prove that HAn/An is cyclic of order 2. 

HAn/An"" H/(HnAn). Now u is an odd permutation, hence u e An. Also H = {u, ,}, so 
HnA n = {,}. Therefore HAn/An"" H/{,} "" H. But H is cyclic of order 2. Thus HAn/An is cyclic 
of order 2. 

4.95. Let a group G contain two normal subgroups M and N. Let H be a subgroup of G. Prove that 
HM/M "" HN/N if HnM = HnN. 

Solution: 

By the subgroup isomorphism theorem, HM/M 
HN/N "" HM/M by Problem 4.8, page 97. 

H/HnM H/HnN "" HN/N. Hence 

4.96. If in the preceding problem we know that G/M has every element of order a power of 2, show that 
H/(HnN) has every element a power of 2. 

Solution: 

H/(HnN) = H/(HnM) "" HM/M <: G/M. Hence the result. 
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4.97. Let Hand K be subgroups of G, N <J G and HN = KN. Prove that HI(HnN) c= KI(KnN). 

Solution: 
HI(HnN) == HNIN = KNIN == KI(KnN). Then by Problem 4.8, page 97, HI(HnN) cc KI(KnN). 

4.98. Let G d GI d {I} and G I <J G. Suppose GIGI and GI are abelian and H is any subgroup of G. 
Prove that there exists a subgroup HI of H such that HI <J H, and HIHI and HI are abelian. 
(Hard.) 

Solution: 
Let HI = HnGI. Then by the subgroup isomorphism theorem, HI <J H, and HIHI = HGI/GI. 

But HGI/G I C GIGI and GIGI is abelian. Therefore HIHI is abelian. As HI C G I and G I is abelian, 
we conclude that HI is abelian. 

4.99. Let G d GI d G2 d {I}. Let GI <J G, G2 <J G I , and suppose GIGI , GI /G2 and G2 are abelian. Prove 
that if H is any subgroup, then it has subgroups HI and H2 such that HI <J H, H2 <J HI and 
HIHI , HIIH2 and H2 are abelian. (Hard.) 

Solution: 
Let HI = HnGI. Then, as in Problem 4.95, HI <J Hand HIHI is abelian. 

Now consider HI as a subgroup of GI • As G2 <J GI , by the subgroup isomorphism theorem 
H l nG2 <J HI and H I/(H l nG2 ) == HIG2/G2CGI/G2' Since GI/G2 is abelian, so is H I/(H l nG2). Con­
sequently we put H 2 = HI n G2. 

Finally as H2 C Gz and G2 is abelian, so is Hz and the result follows. 

d. Homomorphisms of cyclic groups 

We return now to study cyclic groups. In Section 4.2b we could state that in a finite 
cyclic group there was at most one subgroup of any given order. An analogy for the infinite 
cyclic group would have been awkward to formulate without the concept of index which we 
have had at our disposal since Section 4.3a. 

Recall that a subgroup H of a group G is of index n in G if there are exactly n distinct 
right co sets of H in G. In the case of finite cyclic groups we have proved that there is one 
and only one subgroup H of any order m dividing [G[. Since [G: H] = [G[lm, there is one 
and only one subgroup of any given index dividing the order of G. This gives the clue to 

Theorem 4.24: There is one and only one subgroup of any given finite index n> 0 in 
the infinite cyclic group. 

Proof: Let G = gp(x) where G is infinite cyclic. Let Hn = gp(xn). Then Hn = {xnr [ 
all integers r}. Hence the co sets H n, H nX, ... , H nXn- 1 are all distinct and are all the cosets 
of Hn in G. Hence Hn is of index n. 

Next if H is a subgroup of index n, we already know that H is generated by the smallest 
positive power xr E H (Theorem 4.9, page 105), and this means H = Hr. But Hr is of index 
r. Hence r = nand Hr = Hn. This concludes the proof. 

With our knowledge of cyclic groups it is easy to apply the homomorphism theorem to 
find all homomorphisms of cyclic groups. 

Theorem 4.25: Let B be a homomorphism of a cyclic group G. Then GB is cyclic; and 
if [G[ < 00, [GB[ divides [G[. 

Furthermore if H is any cyclic group such that [H[ divides [G[, there 
is a homomorphism of G onto H. 

If G is infinite cyclic, there is a homomorphism of G onto any cyclic 
group. 

Proof: If G = gp(x), then G = {xr [ all integers r}, and 

Go = {xrB [ all r} = {(xB)r [ all r} = gp(xO) 
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Thus GB is cyclic. If IGI < 00, then by the homomorphism theorem GB ~ GIN for some 
normal subgroup N of G. Hence IGBI = IGI/INI (see Lagrange's theorem) and IGBI divides IGI. 

Suppose H is cyclic, H = gp(y), and the order m of H divides the order of G = gp(x). 
Say, IGI = rm. Let N = gp(xm). Then N = {I, xm, ... , (Xm),-l}, INI = r, and N is of index 
m. Because G is abelian, GIN makes sense and is of order m. But G is cyclic and conse­
quently so is GIN. Hence GIN ~ H, and H is a homomorphic image of G. If G is infinite 
cyclic, then, as we saw in the proof of Theorem 4.24, [G: Gnl = n if Gn = gp(xn). As 
Gn <l G, GIGn is of order n. But GIGn is the homomorphic image of a cyclic group; hence 
it is cyclic. Thus G has as homomorphic image any cyclic group of order n, n > O. Ob­
viously it also has the infinite cyclic group as a homomorphic image. 

A look back at Chapter 4 

In this chapter we have thoroughly investigated the simplest class of groups, the cyclic 
groups. We know that there are cyclic groups of all orders, we know their subgroups, we 
know that they have as homomorphic images only cyclic groups, and we know whether any 
cyclic group G has as homomorphic image a given cyclic group. Furthermore the sub­
groups of cyclic groups are again cyclic. 

We have also introduced the concept of coset. The cosets form a partition of the group. 
Using this fact we obtained Lagrange's theorem which states that the order of a subgroup 
divides the order of a finite group. This enables us to eliminate certain groups as possible 
subgroups of a given group. We will see later on that it also enables us to find more quickly 
the groups of a given order. 

Next we have introduced the idea of a normal subgroup. This gives rise to a new way 
of looking at homomorphisms, namely as factor groups (see the homomorphism theorem). 
The subgroup isomorphism theorem tells us that the subgroup corresponding to a given 
subgroup H of G in a factor group GIN is isomorphic to a factor group of H itself, namely 
HI(HnN). 

The factor of a factor theorem tells us that a factor group of a factor group GIN is just 
a factor group of G of the form GIM. Finally, the correspondence theorem associates with 
each subgroup of the image of a homomorphism B: G ~ K a unique subgroup of G itself. 

Supplementary Problems 

FUNDAMENTALS 

4.100. Prove that if a and b are elements of a group G and if a- 1b2a = ba, then b = a. 

4.101. Suppose a and b are elements of a group G. If a2 = 1 and a- 1b2a = b3, prove b5 = 1. (Hard.) 

4.102. Suppose a and b are elements of a group G. If a- 1b2a = b3 and b- 1a2b = a3 , prove a = 1 = b. 
(Very hard.) 

4.103. Suppose G and H' are groups. Suppose that G cannot be generated by two elements but that H can. 
Prove G and H are not isomorphic. 

4.104. Let X be a non-empty set and let Y = {y} be disjoint from X. Prove Sx ~ S xu y if and only if 
X is infinite. 
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CYCLIC GROUPS 

4.105. Let G be a cyclic group. Prove that if N is a subgroup of G such that GIN == G, then N = {I}. 

4.106. Let G = Z X Z where Z is the set of integers. Define a binary operation 0 in G by 

(k, l) 0 (m, n) = (k + m, l + n) 

where (k, l), (m, n) E G. G is a group with respect to this composition. Prove that G is not cyclic. 

4.107. Let G1, G2, ••• be subgroups of a group G. If Gi C; Gi + 1> Gi # Gi + 1 for i = 1,2, ... , prove that 
G1 U G2 U ••• is not a cyclic group. (Hard.) 

4.108. Let G be a group and let e: G ..... F be a homomorphism. Let C be a cyclic subgroup of G. Let 
ee E C for all e E C. If H is any subgroup of C, prove that he E H for all h E H. 

4.109. Let Q be the additive group of rationals with respect to addition. Prove that every two-generator 
subgroup (# 0) of Q is infinite cyclic. 

COSETS 

4.110. Let H be a subgroup of G. Prove that e: Hg ..... g-lH is a matching of the right co sets of 
H in G with the left cosets of H in G. 

4.111. Let Hand K be subgroups of a group G. Show that a coset of H intersection a coset of K is a coset 
of HnK. 

4.112. Let D be the group of Problem 3.72, page 91. Let N = {(O,z) I z E Z}. Prove that N <J D and 
DIN is infinite cyclic. 

4.113. Let G be the group of Problem 3.74, page 91. Let N = {(O, q) I q E Q}. Prove that N <J G and 
GIN is infinite cyclic. Show that N is isomorphic with the additive group of rationals. 

4.114. Let W be the group of Problem 3.77, page 91. Let M = {(O, b) I (0, b) E W}. Show that M <J G 
and that GIM is infinite cyclic. 

4.115. Let G be a group, let H be a subgroup of G, and let g be an element of G. Prove that if N(H) is the 
normalizer of Hand N(g-lHg) the normalizer of g-lHg, then g-lN(H)g = N(g-lHg). g-lHg = 
{g-lhg I hE H}. 

HOMOMORPHISM THEOREMS 

4.116. Let q = {(: !) I a, b, e, d E z}. Prove that q forms a group with respect to the operation + 
defined by 

Let e: q ~.Z be defined by (: ~) e = a + d. Prove that e is a homomorphism of q onto 

the additive_group of integers and find its kernel. Consider q/(Ker e) and prove that in accordance 
with the homomorphism theorem it is isomorphic with the additive group of integers. 

4.117. Let q = {(: :) I ad - be oF 0, a, b, e, d real numbers} with operation matrix multiplication. Let 

e : q ..... R*, the nonzero real numbers, be defined by (: :) e = ad - be. Prove that e is a homo­

morphism from q onto the mUltiplicative group of nonzero real numbers and find its kernel. Prove 
that q/(Ker e) == R* in accordance with the homomorphism theorem. 
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4.118. Let G be any subgroup of Sn, the symmetric group of degree n. Let 8: G ..... {1, -1} be the mapping 
defined by X8 = 1 if x is an even permutation and x8 = -1 if x is an odd permutation. Prove that 
8 is a homomorphism of G into the group {1, -1} with operation multiplication of integers. Using 
the homomorphism theorem, prove that the even permutations of G form a normal subgroup of G. 

4.119. Let G be a group and N a normal subgroup of G. Suppose that H = GIN has a sequence of sub­
groups H = H 1d H 2d ... dHn where [Hi: H i+ 1] =i+1, for i=1,2, ... ,n-1. Prove that 
G has a sequence of subgroups G = G1 d G2 d '" d Gn such that [G i : Gi+ 1] = i + 1, i = 1, ... , n-1. 

4.120. Let M and N be normal subgroups of G with M d N. Prove that GIN is finite if GIM and MIN are 
finite. 

4.121. Let G be a group and N a normal subgroup of G. Suppose GIN has a factor group which is infinite 
cyclic. Prove that G has a normal subgroup of index n for each positive integer n. 

4.122. Let G be a finite group with normal subgroups M and N. Let H be a subgroup of G. Suppose that 
the orders of M and H and those of Nand H are co-prime. Prove that HMIM == HNIN. 

4.123. Let N,M be normal subgroups of G, NdM. Suppose GIN is cyclic and \NIM\ = 2. Prove that 
GIM is abelian. 

4.124. Find a group G with normal subgroups Nand M, N d M, GIN cyclic, NIM cyclic but GIM not 
abelian. 



Chapter 5 

Finite Groups 

Preview of Chapter 5 

The most important result of this chapter is a theorem of Sylow which guarantees the 
existence of subgroups of prime power order. We prove two other theorems of Sylow con­
cerning subgroups of prime power order and then examine groups of prime power order. 
One result is that groups of prime power order always have non-trivial centers. 

In order to construct a new group from any two groups G and H, we define a binary 
operation on the cartesian product of G and H. The resultant group is called the direct 
product of G and H. A simple condition enables us to conclude that a group is a direct 
product. 

The concept of direct product together with general theorems about subgroups, e.g. the 
Sylow theorems, help us to classify finite groups. In this chapter we find all groups up to 
order 15. 

We study a class of groups called solvable groups. Solvable groups are used in Galois 
theory to determine whether an equation is solvable in terms of nth roots. 

An ambitious plan for studying finite groups is to find all simple groups, i.e. groups 
without proper normal subgroups, and then see how groups are built from simple groups. 
The Jordan-Holder theorem shows that in a sense a group is built from simple groups in 
only one way. As yet the task of finding all simple groups is far from complete. We con­
clude the chapter by exhibiting a class of simple groups, namely An, for n ~ 5. 

5.1 THE SYLOW THEOREMS 

a. Statements of the Sylow Theorems 

Lagrange's theorem (Theorem 4.11, page 109) tells us that the order of a subgroup 
divides the order of a finite group. Conversely one might ask: if G is a finite group and 
n I IGI, is there always a subgroup of order n? 

The answer to this question is no: A4 is of order 12 but has no subgroup of order 6 (see 
Problem 5.1 below). The following important theorem, however, ensures the existence of 
subgroups of prime power order. In the following p will denote a prime. 

Theorem 5.1 (First Sylow Theorem): 

Let G be a finite group, p a prime, and pT the highest power of p dividing the 
order of G. Then there is a subgroup of G of order pT. 

Suppose H is a subgroup of G of order a power of a prime p, and IHI is the highest power 
of p that divides IGI. Then H is called a Sylow p-subgroup of G. By Theorem 5.1 every 
finite group has a Sylow p-subgroup. 

In general a group of order a power of the prime p is called a p-group. A Sylow p-sub­
group H of a group G is a maximal p-group in G, i.e. if He Fe G where F is a p-group, 
then F = H (see Problem 5.4). 

lRO 
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As an illustration we find the Sylow p-subgroups of the symmetric group S3 on {I, 2, 3}, 
for p = 2 and 3. The elements of S3 given in Section 3.3a, page 57, are 

(~ ~ ~) 
U I = (~ ~ ~) 

U 2 = (~ ~ :) 

'1'1 = (~ ~ :) 

'1'2 = (~ ~ ~) 

'1'3 = (~ ~ ~) 
The order of any Sylow 2-subgroup is 2 and the order of any Sylow 3-subgroup is 3, since 
IS31 = 6 = 2· 3. Now Ti = T~ = T~ = t, so the sets {t, T I }, {t, T 2 } and {t, T 3 } are all subgroups 
of order 2 and therefore, by definition, Sylow 2-subgroups of S3' There are no other Sylow 
2-subgroups of S3 because ui = 0'2' O'~ = 0'1 implies S3 has no other elements of order 2. 
{t, 0'1' O'z} is the only subgroup of order three in S3' so it is the only Sylow 3-subgroup of S3' 

Theorem 5.2 (Second Sylow Theorem): 

If H is a subgroup of a finite group G and H is a p-group, then H is contained 
in a Sylow p-subgroup of G. 

Two subgroups Sand T of a group G are called conjugate if there is agE G such that 
g-ISg = T. Recall g-iSg = {g-Isg I s E S}. 

Theorem 5.3 (Third Sylow Theorem): 

Any two Sylow p-subgroups of a finite group G are conjugate. The number 
Sp of distinct Sylow p-subgroups of G is congruent to 1 modulo p and Sp 

divides IGI. (sp is congruent to 1 modulo p if Sp = 1 + kp for some integer k.) 

Before proving the Sylow theorems, we will use them to show that, up to isomorphism, 
there is one and only one group of order 15. If IGI = 15 then, by Theorem 5.1, G has at 
least one subgroup of order 3 and at least one of order 5. Now Theorem 5.3 implies that 
there are S3 = 1 + 3k subgroups of order 3 and s31 IGI. But (1 + 3k) I 15 implies k = O. 
Therefore G has one and only one subgroup of order 3. Similarly G has one and only one 
subgroup of order 5. These subgroups must be cyclic (Problem 4.48, page 110). Let 
HI = {I, a, a2 } be the subgroup of order 3 and H2 = {I, b, b2, b3 , b4 } the subgroup of order 5. 
H l nH2 = {I}, because an element #1 cannot have order 3 and 5 simultaneously. We look 
at the order of ab in G which must be either 1, 3, 5 or 15. If the order of ab is 1, then 
ab = 1 and a = b -I which is impossible, for HI n H 2 = {I}. If the order of ab is 3, then 
gp(ab) = HI, since HI is unique. In this case ab = ai (i = 0, 1 or 2) and b = ai

-
I which is 

impossible. If the order of ab is 5, gp(ab) = H 2• Hence ab = bi (i = 0, 1,2,3 or 4) and 
a = bi - I which is impossible. Therefore the order of ab is 15 and G is the cyclic group of 
order 15 generated by abo 

Further applications of the Sylow theorems are given in the problems below and in 
Section 5.3. 

Problems 
5.1. Show that the alternating group A4 has no subgroup of order 6. 

Solution: 

The elements of A4 were given in Section 3.3c, page 62. We repeat them here for convenience: 

G 2 3 :) G 2 3 
~) C 2 3 !) = (~ 2 3 :) , = 7'3 7'6 "2 

2 3 2 4 1 3 4 1 

G 2 3 :) G 2 3 :) G 2 3 
~) = (~ 2 3 

~) 7'1 7'4 = 7'7 = "5 
3 4 2 1 3 1 3 2 

G 2 3 :) G 2 3 
~) G 2 3 

~) =G 2 3 :) 7'2 7'5 7's = "s 4 2 4 3 1 2 1 4 
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Suppose that A4 has a subgroup H of order 6. o~ = o~ = O"~ = t, so 02' 05 and 0g are of order 2. 
Also Tj is of order 3 for j = 1,2, ... ,8. Hence the elements of order 2 are 02,05 and 0g, and the 
elements of order 3 are TI, T2' ... , Tg. Now H is of order 6, so it contains a subgroup of order 3, 
by Theorem 5.1. Therefore Ti E H for some i, say TI E H; then t, TV Ti = T2 E H. H must also 
contain an element of order 2, by Theorem 5.1. Hence H contains a 0i' say H contains 02' Because 
02Tl = T4 and TI02 = Tg, if H contains 02 it also contains T4' T! = T3, Tg and T~ = T7' This would 
mean H has at least 8 distinct elements, which contradicts the assumption that IHI = 6. Thus 
0"2 \l H. A similar argument shows 05 and 08 \l H. This means that H does not contain subgroups 
of order 2, contradicting Theorem 5.1. Therefore our initial assumption is invalid and A4 does not 
contain a subgroup of order 6. 

5.2. Find all Sylow p-subgroups of A4 for p = 2 and 3. 

Solution: 

The elements of A4 are given in Problem 5.1. The order of a Sylow 2-subgroup is 4, since 
22 is the highest power of two dividing 12, the order of A 4• Consequently by Lagrange's theorem 
none of the T'S can be elements of a Sylow 2-subgroup because they are all of order 3 (see Problem 5.1) 
and 3 does not divide 4. Now 0iOj = Ok where i, j, k E {2, 5, 8} and 0T = t for i = 2,5,8. Hence 
P = {t, 02' 05' og} is a subgroup of A4 of order 4. P is the only possible Sylow 2-subgroup as there 
are only four elements having order dividing 4, viz. t, 0"2, 0"5' 08' and these elements are in P. The 
order of a Sylow 3-subgroup is 3. The sets {t, TI, Ti}, {t, T3, 7"~}, {t, 7"5, 7"~} and {t, 7"7' 7"~} are all sub­
groups of order 3. These are all the possible Sylow 3-subgroups, as they include all the elements of 
order 3. 

Alternately we may use Theorem 5.3: 83 = 1 + 3k must divide 12. Clearly k #- 0 (we already 
have four subgroups); and if k > 1, 83 does not divide 12. Hence k = 1 and there are exactly four 
Sylow 3-subgroups. 

5.3. If H is a subset of a group G and g E G, then Ig-IHgl = IHI, where g-lHg = {g-lhg I hE H}. 

Solution: 

We define a matching a: H ~ g-IHg by a: h -+ g-lhg for hE H. a is clearly an ooto 
mapping. To show a is also one-to-one, we must prove hi = h2 (hI' h2 E H) if and only if g-lhlg = 
g-lh2g. Let hi = h 2• Then by multiplying on the left by g-l and on the right by g we get 
g-lhlg = g-lhzU. Similarly g-lhlg = g-lh2g implies hI = h2. Hence a is a matching and 
1U-1Hgl = IHI· 

5.4. Let IGI = pTm (r""o 1 and p}' m) and let P be a Sylow p-subgroup of G. Prove that if H is a , 
p-group such that P ~ H ~ G, then H = P. 

Solution: 

Suppose IHI = pt, t "" O. By Lagrange's theorem, pt I pTm. Since p f m, t "'" r. But P ~ H 
and IPI = pT. Hence t = rand IPI = IHI, and so P = H. 

5.5. If H is a Sylow p-subgroup of G, then g-IHg is also a Sylow p-subgroup of G. 

Solution: 

Suppose IGI = pTm (r ""0 0 and p J m); then IHI = pT. But Ig-IHgl = IHI by Proble~ 5.3. 
Hence g-IHg is a Sylow p-subgroup of G if it is a subgroup. To prove g-IHg is a subgroup, observe 
that (g-lh lg)(g-lh2g)-1 = g-lhlh;-lg E g-IHg. From Lemma 3.1, page 55, g-IHg is therefore a 
subgroup. 

5.6. Prove that a finite group G is a p-group if and only if every element of G has order a power of p. 

Solution: 

If IGI = pr then, as every element of G must have order dividing the order of the group, 
every element has order a power of p. To prove the converse let every element of G have order a 
power of p and assume the order of G is not a power of p. Then there is some prime q, q #- p, 
such that q I IGI. But by the first Sylow theorem, G has a subgroup H of order a nonzero power of 
q. So H contains an element g #- 1. By Lagrange's theorem, the order of g is a nonzero power of 
q and hence the order of g is not a power of p. This contradicts the assumption that all elements 
have order a power of p. Hence IGI = pT for some r ""0 O. 
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5.7. If G has only one Sylow p-subgroup H, then H <l G. 

Solution: 
If g E G, g-lHg is a Sylow p-subgroup by Problem 5.5. But G has only one Sylow 

p-subgroup. Thus g-lHg = H for all g E G and H <l G. 

5.8. If IGI = pq, where p and q primes and p < q, then G has one and only one subgroup of order q. 
Furthermore if q # 1 + kp for any integer k, then G is the cyclic group of order pq. 

Solution: 
By Theorem 5.3 G has 8 q = 1 + kq Sylow q-subgroups of order q, with k"" O. Also 1 + kq 

divides pq. There can only be four possibilities for 1 + kq as the expression of pq as a product of 
primes is unique: 1 + kq = q or 1 + kq = p or 1 + kq = pq or 1 + kq = 1. As q does not divide 
1 + kq, we are left with the possibilities that 1 + kq = p or 1 + kq = 1. Since q > p, 1 + kq # P 
and hence k = O. Thus there is only one subgroup of order q, say H. 

There are 8p = 1 + kp subgroups of order p. Again we have the possibilities 1 + kp = 1, 
1 + kp = p, 1 + kp = q, or 1 + kp = pq as 8 p divides IGI. Clearly p does not divide 1 + kp, so 
1 + kp = 1 or 1 + kp = q. The last is not true by assumption, so again there is only one subgroup 
K of order p. 

It follows from Problem 5.7 that H <l G, K <l G. Also HnK = {I} as the nonunit elements of 
H are of order q and those of K are of order p. If hE Hand k E K (h # 1, k # 1), then 

h -l(k-Ihk) E H as H <l G 

(h-1k-1h)k E K as K <l G 

Hence h-Ik-1hk = 1 and hand k commute. By Lagrange's theorem, the order of hk is p, q or pq. 
But (hk)p = hpkp as hand k commute, so (hk)p = hp # 1. Similarly (hk)q = k q # 1. Therefore 
hk is of order pq, and so G is cyclic. 

Instead of the argument of the last paragraph, we note that H = {I, h, h2, ••• , hq-I}, K = 
{1,k,k2, ••• ,kp - I}. Now hk is an element of order 1,p,q or pq. If hk is of order p, since there is 
only one subgroup of order p, gp(hk) = K, i.e. hk = ki for some i, 0 "" i "" p - 1. But then 
hE K, which contradicts H nK = {I}. Similarly gp(hk) is not of order q, nor of order 1. Thus 
gp(hk) is of order pq, and so G is cyclic. 

5.9. Show that if q = 1 + kp in Problem 5.8, G is not necessarily cyclic. 

Solution: 
Consider S3' the symmetric group on {I, 2, 3}. IS31 = 6 = 3·2, 3 

cyclic group. 
1 + 1 • 2 and S3 is not a 

5.10. If IGI = 2p, p an odd prime, then G has one and only one subgroup of order p and either G has 
exactly p subgroups of order 2 or it has exactly one subgroup of order 2. 

Solution: 
From Problem 5.8 we know G has one and only one Sylow p-subgroup. Because p is itself the 

highest power of p dividing IGI, the Sylow p-subgroup of G is of order p. Thus there is precisely 
one subgroup of G of order p. The number of Sylow 2-subgroups of G is 82 = 1 + k2 for some 
integer k. Again 1 + 2k = 1,2, p or 2p. As 2 does not divide 1 + 2k, then 1 + 2k = 1 or 1 + 2k = P 
and the number of Sylow 2-subgroups is either 1 or p. 

b. Two lemmas used in the proof of the Sylow theorems 

Lemmas 5.4 and 5.6 will provide the tools for proving the Sylow theorems (see 
Section 5.1c). 

Throughout this section G will be a fixed group and H a subgroup of G. As usual we 
denote subsets of G by A, E, C, etc. 

A generalization of the concept of normalizer as defined in Section 4.3d, page 112, will 
be essential. We point out once more that if A is a non-empty subset of a group G and 
g E G, then g-IAg = {g-Iag I a E A}. 

Definition: Let A be a non-empty subset of a group G. The set {h I h-IAh = A, hE H} 
is called the normalizer of A in H and is written N H{A). 
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It is easy to prove that NH(A) is a subgroup of H (Problem 5.11). When H = G, Nc(A) 
is the normalizer of A as defined in Chapter 4. 

Definition: Let A and B be non-empty subsets of G. B is said to be an H-conjugate of A 
if h-iAh = B for some hE H. (Note that if H = G, then A and B are con­
jugate as defined in Section 5.la.) 

The next lemma gives us a formula for calculating the number of distinct subsets of G 
which are H-conjugates of A. 

Lemma 5.4: If G is a finite group with subgroup H and non-empty subset A, the number of 
distinct H-conjugates of A is the index of NH(A) in H, i.e. [H: NH(A)]. 

P1'00f: Since [H: NH(A)] is the number of distinct right co sets of NH(A) in H, we need 
only define a one-to-one mapping, (t, of the right co sets of NH(A) in H onto the distinct 
H-conjugates of A. Let (t be defined by 

(t: NH(A)h -+ h-iAh (h E H) 

To show that (t is a one-to-one mapping, we must prove that for hi, h2 E H, 

NH(A)hi = NH(A)h2 if and only if h;lAhi = h;:lAh2 

(i) 

(ii) 

Let h;lAhi = h;:lAh2. Then A = hih;:lAh2h;1 = (h2h;1)-lA(h2h;1). Hence h2h;1 E 

NIJ(A) and so h2 E NH(A)hi . Since two right cosets are equal or disjoint, we conclude 
NH(A)h i = N H(A)h2. Thus h;lAhi = h;:lAh2 implies NH(A)hi = N H(A)h2. 

If NH(A)hi NH(A)h2, then hi E NfJ(A)h2, i.e. hi = nh2 for some n E NH(A). 
Therefore 

because n-iAn = A by definition of NH(A). Hence NH(A)hi = NH(A)h2 implies 
h;lAhi = h;:lAh2. (t is clearly onto, so the proof is complete. 

Most of our arguments are concerned with sets whose elements are subsets of G. We 
denote such sets by script letters eA, CJ3, etc. 

For example, let G be the cyclic group of order 6, G = {I, a, ... , a5 }. Subsets of G are, 
for example, A = {l,a}, B= {a2,a3,a6 }, C= {a}. An example of a set whose elements are 
subsets of G is the set whose elements are A and B. We write eA = {A, B}. Another such 
set would be CJ3 = {A, B, C}. 

Proposition 5.5: Let eA be a set of subsets of G. We define for A,B E eA, A - B if B is 
an H-conjugate of A (i.e. if there exists an element hE H such that 
h -lAh = B). Then - is an equivalence relation on eA (see Problem 5.16 
for the proof). 

We will make a few observations about -, which follow because it is an equivalence 
relation on eA. Recall that if A E eA, A - = {X I X E A and X - A}, i.e. A - is the 
equivalence class containing A (see Section 1.2c, page 9). Recall that the distinct equiva­
lence classes are disjoint and that their union is eA (Theorem 1.2, page 10). 

By a set of representatives of the equivalence classes we mean a set '1( which contains 
one and only one element from each of the distinct equivalence classes. It follows that 
eA is the disjoint union of the sets R -, R E '1(. Hence leAl = ~ IR -I. We are now in 
a position to prove our main lemma. R E ~ 

Lemma 5.6: Let eA (~~) be a set of subsets of G. Suppose that for each A E eA and 
each hE H, h-iAh E eA. Let - denote the equivalence relation defined by 
A - B if B is an H-conjugate of A. Let '1( be a set of representatives of the 
equivalence classes. Then 

leAl 
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Proof: We know from the remarks above that 

leAl ~ IR-I 
RE<,R. 

But R - = {X I X = h-1Rh for some hE H} since h-1Rh E eA for every hE H. So 
R - is the set of H-conjugates of R. The number of such H-conjugates is, by Lemma 5.4, 
[H: NH(R)]. Hence leAl = ~ [H: NH(R)], as claimed. 

R E <,R. 

Corollary 5.7: Let P (# 0) be a subset of G. Let eA = {g-lPg I g E G}. Let CJ{, Hand -­
be as in Lemma 5.6. Then 

leAl = ~ [H: NH(R)] = [G: Nc(P)] 
RE<,R. 

Proof: Clearly [eAl is the number of G-conjugates of P, and the result follows from 
Lemma 5.4. 

Corollary 5.8: Let eA = {A I A is a subset of G and A has precisely one element}. Let 
-- be the equivalence relation in eA when H = G, and let CJ{ be a set of 
representatives of the equivalence classes. Let CJ{* = (R I RnZ(G) = 0, 
R E CJ{}. Then 

IGI = IZ(G)I + ~ [G: Nc(R)] 
R E <,R.* 

(We remind the reader that Z(G) = (x I xg = gx for all g E G}) 

Proof: Clearly leAl = IGI; hence 

IGI ~ [G: Nc(R)] 
RE<,R. 

(5.1) 

If Z E Z(G), then {z} E eA and the number of G-conjugates of {z} is one, namely {z} itself. 
Consequently {z} E CJ{ for each z E Z(G). Note that Nc({z}) = G if z E Z(G). Hence 
adding first the contribution made by all R E CJ{ with R nZ(G) # 0 in (5.1), we obtain 
[Z(G)[ and the result follows. 

Note that as R = {r}, 
Nc(R) {g I g E G and g-lrg E R} 

{g I g E G and g-lrg = r} 

C(R) 

(For the definition of C(R), the centralizer of R in G, see Section 4.3d, page 112.) 

Hence Corollary 5.8 takes the form 

IGI = IZ(G)I + ~ [G: C(R)] 
R E <,R.* 

(5.2) is called the class equation of G. 

Problems 
5.11. If A is a non-empty subset and H a subgroup of a group G, then NH(A) is a subgroup of G. 

Solution: 

(5.2) 

NH(A) is clearly a subset of G. NH(A) =1= 0, since 1 E Hand 1-1A1 = A implies 1 E NH(A). 
Let n E NH(A). n-1An = A implies nAn-1 = A, or (n-1)-lAn- 1 = A. Furthermore n-1 E H, 
since H is a subgroup; hence n- 1 E NH(A). If m,n E NH(A), (mn)-lA(mn) = n-1(m-1Am)n = 
n-1An = A; hence mn E NH(A). Accordingly NH(A) is a subgroup of G. 



136 FINITE GROUPS [CHAP. 5 

" 
5.12. Check Lemma 5.4 by direct computation when G = Sa and (using the notation of Section 3.3a, 

page 57) A = {TI}' H = {t, T2}' 

Solution: 
The H-conjugates of A are t-I{TI}t = {TI}, T21{TI}r2 = {ra}. Thus the number of H-conjugates 

of A is 2. Lemma 5.4 requires that 2 = [H: NH(A)]. But NH(A) = {x I x E H and x-lAx = 
A} = {t}. Hence [H: NH(A)] = 2, as required. 

5.13. Check Corollary 5.7 when G = DB, the dihedral group of degree 8 (G = {b i , abi, 0 "'" i < 8}, where 
a2 = bB = 1 and a-Iba = b- I; see page 75, with a = T, b = <72), given P = {a} and 
H = {I, b2, b4 , b6}. 

Solution: 
cA of Corollary 5.7 is given by cA = {g-IPg I g E G} = {PI ,P2,Pa,P4 } where PI = {a}, 

P2 = {ab2}, Pa = {ab 4 }, P 4 = {ab6}; thus lcAl = 4. Using the equivalence relation - of the 
corollary, 

P2 - = {h- IP 2h I hE H} = {P2,P4 } 

For "1( choose one representative from each of the equivalence classes, e.g. choose "1( = {Pa,P2}. 

Then Lemma 5.6 claims that lcAl = 4 = [H: NH(Pa)] + [H: N H(P2)]. Now Nu(Pa) = {1,b4} = 
N H(P2)' Hence [H: NH(Pa)] = [H: N H(P2)] = 2 and the required equation of Corollary 5.7 holds. 
We must also show that [G: NdP)] = 4. As 

{x I x E G and x-Ipx = P} 

{x I x E G and x-lax = a} 

{I, a, b4, ab4 } 

the index of NdP) in G is 4, the required number. 

5.14. Check Corollary 5.8 when G = Sa. Use the notation of page 57. 

Solution: 
cA (of Corollary 5.8) = {Pl>P2,Pa,P4,P5,P6} where PI = {t}, P2 = {<71}' Pa = {<72}' P4 = {TI}, 

P 5 = {T2}' P 6 = {Ta}· Let - be as in Corollary 5.8. Consequently P I - = {PI}' P2 - = {P2,Pa}, 
P4 - = {P4, P 5 , P6 }. To define "1(, we choose one element from each of these equivalence classes. 
Let us take "1( = {PI, P2, P 4 }· As Z(G) = {t}, PjnZ(G) = 0 except for j = 1. Therefore 
"1(* = {PZ,P4}· Now N C (P2) = {t,<71><72} and NdP4) = {t,TI}' Hence, as required, 

5.15. Show that NH(A) = Nc(A)nH for any non-empty subset A and subgroup H of a group G. 

Solution: 
Let n E NH(A); then n E Hand n-IAn = A. But H ~ G, so that nEG and by definition 

nENc(A). Consequently NH(A)~NdA)nH. If nENc(A)nH, then n-1An=A and nEH. 
Thus Nc(A)nH ~ NH(A) and the equality follows. 

5.16. Prove Proposition 5.5, page 134. 

Solution: 
As H is a subgroup of G, H contains the identity, so A = 1- I Al and thus A-A. If A - B, 

then there is an element hE H such that h-IAh = B. Consequently (h-I)-IB(h- l ) = A and 
B - A. Finally, if A - Band B - C, then there exist h,g E H such that h-1Ah = Band 
g-IBg = C. It follows that hg E Hand (hg)-IA(hg) = g-l(h-1Ah)g = g-IBg = C, and so 
A-C. Hence - is an equivalence relation on cA. 

5.17. Let A, B be subsets of G. Suppose B is an H-conjugate of A, where H is a subgroup of G. Prove 
that [H: NH(A)] = [H: NH(B)]. 

Solution: 
Let cA = {X I X = g-IAg or X = g-IBg for some g E G}. We use Proposition 5.5. 

A - = B -, as B is an H-conjugate of A. IA -I is therefore the number of H-conjugates of A, 
and also the number of H-conjugates of B. By Lemma 5.4, [H: NH(A)] = [H: NH(B)]. 
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c. Proofs of the Sylow theorems 

First we prove a weak form of the first Sylow theorem. 

Proposition 5.9: If G is a finite abelian group and p is a prime dividing the order of G, 
then G has an element of order p. 

Proof: We will prove the proposition by induction on the order of G. If IGI = 1, there 
is nothing to prove. Assume the proposition is true for all groups of order less than n, 
the order of G, where n> 1. Recall from Section 4.2b, page 105, that if G is cyclic there 
is a subgroup of order any integer that divides IGI. Thus if G is cyclic the theorem holds, 
and we may therefore assume G is not cyclic. If n is a prime, G is cyclic; hence n is not a 
prime. 

Suppose h (~1) E G, h of order m. Clearly m < n. Let H be the cyclic group gen­
erated by h. H is a proper subgroup of G. Now if pi m, by the induction assumption, H 
has an element of order p. If pIm, form the factor group G/H (every subgroup of an 
abelian group is a normal subgroup so H <J G). Since IHI > 1, IGIHI < IGI. As IGIHI = 
IGI/IHI, p IIGI/IHI. Therefore by the induction assumption, GIH has an element {j of order p. 

Let v: G ~ GIH be the natural homomorphism of a group onto its factor group (see 
Theorem 4.17, page 114) and g be a preimage of {j under v. Now (gp)v = {jP = the identity 
of GIH, so gP E H. As H is of order m, (gm)p = (gp)m = 1. Therefore gm has order p or 
gm = 1. If gm = 1, then gmv = {jm = 1. Since {j has order p this implies p divides m, con­
trary to our assumption. Therefore gm is an element of G of order p. 

We are now in a position to prove the Sylow theorems. For convenience we repeat 
the statement of each theorem. 

The First Sylow Theorem: Let G be a finite group, p a prime and pT the highest power 
of p dividing the order of G. Then there is a subgroup of G 
of order pT. 

Proof: We will prove the theorem by induction on the order n of G. For IGI = 1 the 
theorem is trivial. Assume n > 1 and that the theorem is true for groups of order < n. 
Suppose IZ(G)I = c. We have two possibilities: (i) p [c or (ii) p yc. 

(i) Suppose pic. Z(G) is an abelian group. By Proposition 5.9, Z(G) has an element of 
order p. Let N be a cyclic subgroup of Z(G) generated by an element of order p. N <J G, 
since any subgroup of Z(G) is normal in G. Consider GIN. Then IGINI = nip by 
Corollary 4.14, page 110. Hence by our induction assumption, G/N has a subgroup jj 
of order pT-l. 

By Corollary 4.21, page 121, there exists a subgroup H of G such that HIN = H. 
As pT-l = [ill = [HI/IN[ = IHI/p, we conclude that IHI = pT. Thus in this case, G has 
a subgroup of order pT. 

(ii) Suppose p)' c. The class equation for G is (see Equation (5.2) of Corollary 5.8, page 135) 

IG[ = [Z(G)[ + ~ [G: C(R)] 
RE~. 

Since p IIGI and pIc, we have Py ~ [G: C(R)]. Therefore for at least one R E ~*, 
R E '1(. 

p %[G: C(R)]. But IGI = [G: C(R)]IC(R)I by Corollary 4.14 to Lagrange's theorem, 
page 110. Hence pT IIC(R)[, since pT IIGI. Now IC(R)I ~ IGI; for if IC(R)I = IGI, 
then C(R) = G and RnZ(G) = R, contrary to the assumption that RnZ(G) = p. 
Thus by the induction assumption, C(R) has a subgroup H of order pT. Consequently so 
does G. 

In either case we have found a subgroup H of order pT. The proof is complete. 
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The following gives a simple formula for the normalizer of a Sylow p-subgroup P in a 
subgroup H of G, where IHI is a power of p. It will be used in the proof of the second 
Sylow theorem. 

l .. emma 5.10: If G is a finite group, P a Sylow p-subgroup of G, and H is a subgroup of G 
of order a power of p, then 

Proof: PnH C NH(P), as conjugation by an element of P sends P to itself. We show 
NH(P) cPnH. NH(P) CNG(P) and P <J NG(P) (see Problem 5.15 and Problem 4.60, 
page 113), so that by the subgroup isomorphism theorem (Theorem 4.23, page 125) we 
have: NH(P)P is a subgroup of G and 

NH(P)P/P "'" NH(P)/NH(P) nP 

Consequently [N H(P)P : P] = [N H(P) : N H(P) n Pl. But N H(P) is a p-group, i.e. a group of 
order a power of p, since it is a subgroup of the p-group H. Thus [NH(P): NH(P) np] is a 
power of p. [NH(P)P: P] is therefore also a power of p and, as P is a p-group, INH(P)PI 
is a power of p. Accordingly, NH(P)P is a p-group. But Pc NH(P)P and P is a Sylow 
p-subgroup. Hence P = NH(P)P, for P cannot be a proper subgroup of any other p-sub­
group of G (see Problem 5.4, page 132). NH(P) is therefore a subgroup of P. As NH(P) C H, 
we conclude NH(P) C HnP. 

The Second Sylow Theorem: Let H be a subgroup of a finite group G, and let P be a 
Sylow p-subgroup of G. If H is a p-group, then H is con­
tained in a G-conjugate of P. 

Proof: We apply Corollary 5.7, page 135, to eA = {g-lPg I g E G} to conclude 

leAl = ~ [H: NH(R)] = [G: NG(P)] 
RE~ 

By Lemma 5.10, NH(R) = HnR for each R E CJ?... Hence 

[G:NG(P)] = ~ [H: HnR] 
RE~ 

(5.3) 

If HnR =1= H for all R E CJ?.., as H is a p-group, the right-hand side of equation (5.3) is 
divisible by p. Hence [G: NG(P)] is divisible by p. But Pc NG(P), so that p does not divide 
[G: NG(P)]. This contradiction implies that HnR = H for at least one R E CJ?... But as 
R E eA, R is a G-conjugate of P. The result follows. 

The Third Sylow Theorem: (i) Any two Sylow p-subgroups of a finite group G are G-con­
jugate. (ii) The number Sp of distinct Sylow p-subgroups of 
G is congruent to 1 modulo p. (iii) Sp IIGI. 

Proof: 

(i) Let P and pI be two Sylow p-subgroups of G. By the second Sylow theorem, pI, as a 
p-group, is contained in some G-conjugate R of P. But lP/l = IRI, by Problem 5.3; 
page 132. Hence pI = R and pI is conjugate to P under G. 

(ii) Let P be any Sylow p..,subgroup of G. Since any other Sylow p-subgroup is conjugate 
to P and any conjugate of a Sylow p-subgroup is a Sylow p-subgroup (Problem 5.5, 
page 132), we conclude by Lemma 5.4 that 

Sp = [G: NG(P)] 

But on putting P = H in Equation (5.3), we have 

Sp = ~ [P: PnR] 
RE~ 
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Now for exactly one R E'l{, R = P; for the only P-conjugate of P is P itself and so 
P is the only possible representative of its equivalence class. In all other cases, 
P n R # P. Therefore [P: P n R] is a power of p for all R E 'l{ except one, and for 
this one [P: PnR] = 1. Hence 

sp = 1 + kp 

(iii) By Corollary 4.14 to Lagrange's theorem, IGI 
[G: Nc(P)], Sp IIGI. 

[G: Nc(P)] INc(P)i. Since Sp 

5.2 THEORY OF p-GROUPS 

a. The importance of p-groups in finite groups 

Suppose that G is a finite group. In Section 5.1a we saw that G has a Sylow p-subgroup 
for any prime p. (p will be a prime throughout this section.) One reason why the study 
of p-groups (groups of order a power of p) is so important is that the structure of the 
Sylow p-subgroups of G partly determines the structure of G. One instance is the follow­
ing theorem: If G is a finite group whose Sylow p-subgroups are all cyclic, then G has a 
normal subgroup N such that GIN and N are both cyclic. (M. Hall, Jr., The Theory of 
Groups, Macmillan, 1959, Theorem 9.4.3, page 146.) 

In this section we shall determine some of the elementary properties of p-groups. 

b. The center of a p-group 

A very important property of finite p-groups is given by 

Theorem 5.11: If G # {I} and G is a finite p-group, then Z(G), the center of G, is not of 
order 1. 

Proof: We make use of the class equation (equation (5.2), page 135) 

IGI = IZ(G)I + ~ [G: C(R)] (5.2) 
R E Cf(* 

It follows immediately from the definition of C(R) and Z(G) that C(R) = G if and only if 
R C Z(G). Because the sum on the right side of (5.2) is taken over all R such that 
RnZ(G) = ~ and because IGI = pr, pi [G: C(R)] for all R E'l{*. Hence p I ~ [G: C(R)]. 
Since p IIGI, we can conclude that p IIZ(G)I, which means Z(G) # {I}. R E Cf(* 

Corollary 5.12: If G is a group of order pT, r ~ 1, then G has a normal subgroup of 
order pr-i. 

Proof: The proof is by induction on r. The statement is clearly true for r = 1. Sup­
pose the corollary is true for all k < r where r> 1. By Theorem 5.11, Z(G) # {I}. 
Because p IIZ(G)I, Proposition 5.9 implies Z(G) has an element g of order p. Let N = gp(g). 
N <J G, since any subgroup of Z(G) is normal in G. Consider GIN. IGINI = pr-i. There­
fore by the induction assumption, GIN has a normal subgroup fl of order pr-z. By Corol­
lary 4.21, page 121, there exists a subgroup H of G which contains N and such that 
HIN = fl. Then IHI = pr-i. Furthermore, again by Corollary 4.21, H <J G. Thus G 
has a normal subgroup of order pr-i and the proof is complete. 

Clearly we could repeat this argument until we obtain a sequence of subgroups of G 

{I} = Ho C Hi C ... C H r- i C Hr = G 

where Hi <J H i+ i (i = 0,1, ... , r-1) and IHil = pi (i = 0,1,2, ... , r). 

(5.4) 
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Problems 
5.18. Suppose G is a group with S a subgroup of the center Z(G). Prove G is abelian if GIS is cyclic. 

Solution: 
Suppose GIS is cyclic. Then we can find a E G such that every element of GIS is a power of 

as. Then if g, hE G, 
g = aiz, h = aiz' 

for a suitable choice of the integers i and j, with z and z' in S. Then 

gh = aizaiz' = aiaizz l = aiaiz'z = aiz'aiz kg 

Thus every pair of elements of G commute. Hence G is abelian. 

5.19. Prove that a group of order p2 is abelian (p a prime). 

Solution: 

Let G be of order p2 and let Z be the center of G. By Theorem 5.11, Z =F {I}. If Z = G, G is 
abelian. Suppose Z =F G; then IGIZI = p, so GIZ is cyclic. By Problem 5.18, it follows that G 
is abelian. 

5.20. Let A = {0,1, ... , p - I}, where p is a prime. Then under addition modulo p, A is an abelian 
group. Let 

G = {(a,b,e) I a,b,eEA} 

be the set of all triples (a, b, c) of elements of A. Define 

(a, b, c) • (ai, b' , e' ) (a + a', b + b' , e + e' - ba'l 

Prove that with respect to this binary operation, G is a non-abelian group of order p3. 

Solution: 

It is clear that IGI = p3. To prove that G is a group, we check first the associative law: 

«a, b, e)(a' , b' , e' )) • (a", b", e") (a + ai, b + b' , e + e' - ba')(a", b", e") 

(a + a' + a", b + b' + b", e + e' + e" - ba' - (b + b')a") 

On the other hand, 

(a, b, e)(a' , b' , e')(a", b", e")) (a, b, e)(a' + a", b' + b", e' + e" - b'a") 

(a + a' + a", b + b' + b", e + e' + e" - b'a" - b(a' + a")) 

We check that 
e + e' + e" - ba' - (b + b')a" 

which is true. Thus G is a semigroup. Now 

e + e' + e" - b'a" - b(a' + a") 

(a, b, c) • (0,0,0) = (a, b, c) (0,0,0) • (a, b, c) 

and so (0,0,0) is the unit element of G. Finally, 

(a, b, c) • (-a, -b, -e - ba) = (0,0,0) 

and hence every element of G has an inverse. 

(-a, -b, -e - ba)(a, b, c) 

Our last task is to prove that G is non-abelian. Now 

(1,0,0)(0,1,0) = (1,1,0), 

and thus (1,0,0)(0,1,0) =F (0,1,0)(1,0,0). 

(0,1,0)(1,0,0) (1,1, -1) 

5.21. Let A be the additive group of integers modulo p, A = {O, 1, ... , p - I}; and let B be the additive 
group of integers modulo p2, B = {O, 1, ... , p2 - I}. Let G be the set of all pairs (i, j), i E A, 
j E B. Prove that under the binary operation 

(i, j) • (ii, j') = (i + ii, j + j' + ji'p) 

G is a non-abelian group of order p3. 

Solution: 
Clearly G is of order p3. We check that G is a semigroup. 
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«i, j)(i', j'»(i", j") (i + i', j + j' + ji'p)(i", j") 

(i +i + i", j + j' + j" + ji'p + (j + j' + ji'p)i"p) 

(i, j)( (i', j')( i", j"» (i, j)(i' + i", j' + j" + j'i"p) 

(i + i' + i", j + j' + j" + j'i"p + j(i' + i")p) 

To prove that the binary operation in G is associative, we need check only that 

ji'p + (j + j' + ji'p)i"p = j'i"p + j(i' + i")p 

Since p2 = ° in B, this equality is readily verified. 
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The identity element of G is (0,0). The inverse of (i, j) is (-i, -j + jip). Thus G is a group. 

Finally, 
(1,0)(0,1) (1,1), (0,1)(1,0) = (1, 1 + p) 

and therefore G is non-abelian. 

5.22. Prove that the group G in Problem 5.20 has the property that for all g E G, gP = 1 (i.e. (0, a, 0» if 
p is odd. Is this true if p = 2? 

Solution: 

Let (a, b, c) E G. Then 

(a, b, C)2 = (a, b, c) (a, b, c) 

Continuing, we find 

(a, b, c)3 (a, b, C)2 (a, b, c) 

By induction it follows that 

(2a, 2b, 2c - ba) 

(2a, 2b, 2c - ba)(a, b, 0) 

(3a, 3b, 3c - ba - 2ba) 

(a, b, c)p = (pa, pb, pc - ba - 2ba - ... - (p - l)ba) 

But pa = 0, pb = 0, pc = 0. Finally, 

ba + 2ba + ... + (p - l)ba = p(p 2- 1) ba 

since 1 + 2 + ... + p - 1 = tp(p - 1). If p is odd, p - 1 is even. Therefore !p(p - 1) is an integer 
divisible by p. Hence tp(p - l)ba = 0. Thus we have (a, b, c)P = 1. 

If p = 2, then 
(a, b, C)2 = (2a, 2b, 2c - ba) = (0,0, -ba) 

In particular if a = 1, b = 1 and c = 0, we have (1,1,0)2 = (0,0, -1). Thus not every element 
of G is of order 2. This result could have been observed by noting that a group G satisfying g2 = 1 
for all g in G is abelian. To see this let g, hE G. Then as (gh)2 = 1, 

gh = (gh)-l = h- 1g- 1 = h2h- 1g 2g- 1 = hg 

and so G is abelian. But as G is not abelian, not every element is of order 2. 

5.23. If p is odd, does the group G of Problem 5.21 satisfy gP = 1 (i.e. (0,0» for all g E G? 

Solution: 

No, since (0,1)2 = (0,1)(0,1) = (0,2). Inductively, (0, l)P = (0, p) =1= (0,0). 

5.24. Prove that if G is a group such that gP = 1 for all g E G, then every homomorphic image H 
has the same property, i.e. hp = 1 for all h E H. 

Solution: 

Let (J be a homomorphism of G onto H. Then if h E H, we can find g E G such that g(J = h. 
Therefore hp = (g(J)P = (gp)(J = 1(J = 1. 
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5.25. Prove that if p is an odd prime, then the groups in Problems 5.20 and 5.21 are not isomorphic. 

Solution: 

Let G be the group defined in Problem 5.20 and let H be the group defined in Problem 5.21, for 
p an odd prime. Then by Problem 5.22, if g E G, gP = 1. But if G "'" H, it follows from Problem 
5.24 that hp = 1 for all hE H. But by Problem 5.23, (0, l)p '7'= 1. Therefore G is not isomorphic 
to H. 

5.26. Prove that a non-abelian group G of order p3 has a center of order p (p a prime). 

Solution: 

Let Z be the center of G. By Theorem 5.11, Z'7'= {1}. Also, Z'7'= G since G is non-abelian. 
Now if !Z! = p2, then !G/Z! = p. Therefore G/Z would be cyclic and hence, by Problem 5.18, G 
would be abelian, a contradiction. Thus !Z! = p. 

c. The upper central series 

Suppose G is a group. We shall define a series 

{I} = Zo c: Zl c: 
of subgroups Zo, Zl, ... of G, called the upper central series of G. We begin by defining 
Zo = {I}, and ZI to be the center of G. Next we define Z2. We look at G/Zl. Since every 
subgroup of G/Z1 is uniquely of the form H/Z1 where H is a subgroup of G containing Zl, 
the center of G/Z1 is of the form Z2/Z1 (we are using Corollary 4.21, page 121). Notice that 
as the center of a group is a normal subgroup, Z2/Z1 is a normal subgroup of G/Z 1• There­
fore by Corollary 4.21, Z2 is a normal subgroup of G. 

In general, once Zi has been defined and proved to be a normal subgroup of G, we define 
Zi+dZi to be the center of G/Zi. By Corollary 4.21 it follows that Zi+1 <J G. 

We shall call a group G nilpotent if its upper central series ascends to G in a finite 
number of steps. 

Our objective in this section is to prove 

Theorem 5.13: A finite p-group G is nilpotent. 

Proof: If G = {I}, there is nothing to prove. If G =F {I}, then Zl =F {I} by Theorem 
5.11. If G/Z1 is not the identity, the center of G/Zl = Zz/Zl =F ZdZl, again by Theorem 5.11. 
Notice that if Zl =F G, then Z2 =F Zl. Similarly if G =F Z2, Z3 =F Z2. By induction we can 
show that if Zi =F G, Zi+l =F Zi and thus 

1 = Zo C Zl C .,. C Zi C Zi+l 

Since G is finite, Zk = G for some k. Therefore G is nilpotent. 

Problems 
5.27. Prove that if a non-abelian group G is of order p3, then Z2 = G. 

Solution: 

Zl'7'= {1} by Theorem 5.11. So if Zl'7'= G, then G/Z1 is of order p or p2. Since G/Z1 is cyclic 
only if Zl = G (Problem 5.18), we find G/Z1 is of order p2 and hence abelian (Problem 5.19). There­
fore Z2/Z1 = G/Z1, i.e. Z2 = G. 

5.28. Let Dn be the dihedral group of order 2n. Prove that Dn is nilpotent if n is a power of 2. 

Solution: 
Dn has the property that it contains two elements a and b such that a2 = 1, bn = 1, a-1ba = b- 1 

and every element of Dn is uniquely expressible in the form aibi where i = 0,1 and j'= 0,1, 
... , n - 1. (See Section 3.4f, page 75, where a = l' and b = U2') 
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Method 1. Suppose n = 2m. Then b
2m

-
1 

is of order 2. Hence 

2m-1 2m-1 2m- 1 
So b commutes with a; clearly b commutes with b. Therefore b commutes with every 

m-l 
element of G, and so b2 E Zl' If m = 1, then Zl = Dn; otherwise a eo Zl' 

What other elements can be in the center? If aibi E Zl' then clearly a-1(aibi)a = aibi. On 

the other hand, a-1(aibi)a = aia-1bia = aib-;. Hence bi = b- i and (b i )2 = 1, i.e. bi = b2m
-

1
. Thus 

m-l m-l m-l 
the only possible element in the center other than b2 is ab2 

• But as b2 E Zl' this 
m-l 

implies a E Zl' which is not so. Consequently Zl = {1, b2 
}. 

m-2 m-'t 
Similarly Z2 consists of the powers of b2 

, ••• , Zi consists of the powers of b2 
• Therefore 

Zm-l consists of the powers of b2. Now this means IG/Zm-11 = 4, and so G/Zm - 1 is abelian. 
Thus Zm = G and G is nilpotent. 

Method 2. IDnl = some power of 2. Hence we can apply Theorem 5.13. 

5.29. Prove that A4 is not nilpotent. 

Solution: 

Zl = {1} in A4 , as a direct check shows. Hence Zl = Z2 = .. " and thus Zn =F A4 for every n. 

5.3 DIRECT PRODUCTS AND GROUPS OF LOW ORDER 

a. Direct products of groups 

In Chapter 1 we defined the cartesian product H X K of two sets Hand K as the set of 
all ordered pairs (h, k), h E Hand k E K. If Hand K are groups, we can define a multi­
plication of elements of H X K as follows. Let (hl' k1), (hz, k2) E H X K and define 

(hl' k1)· (h2, kz) = (hlh2, klk2) (5.5) 

where hlh2 and klk2 are the products in the groups Hand K respectively. The multiplica­
tion defined in (5.5) is clearly a binary operation. The set H X K with binary operation 
(5.5) is a group. To see that H X K is a group, let (hl' k1), (h2, k2), (h3, k3) E H X K. Then 

[(hl' k1)' (h2, k2)] • (h3, k3) (hlh2, klk2) • (h3, k3) 

((hlh2)h3, (klk2)k3) 

(hl(h2h3), kl(k2k3)) 

(hl' k1) • (h2h3, k2k3) 

(hl' k1) • [(h2, k2) • (h3, k3)] 

Multiplication is therefore an associative binary operation on H X K. If 1 stands simulta­
neously for the identity element of H and of K and (h, k) E H x K, 

(1, l)(h, k) = (h, k) = (h, k)(l, 1) 

so that (1,1) is an identity of H x K. It is clear that if (h, k) E H x K, then (h- 1, k- 1) is 
its inverse, for (h, k)(h-l, k- 1) = (hh-l, kk- 1) = (1,1). The group H x K with binary opera­
tion (5.5) is called the external direct product of the groups Hand K. We often refer to 
H x K as just the direct product. We define the internal direct product after Proposition 
5.19. If Hand K are finite groups, then it is clear that 

IH X KI = IHI IKI 

If H =1= {1} and K =1= {l} are finite groups, then H x K is neither isomorphic to H nor 
to K, because IH x KI =1= IHI and [H x KI =1= IKI. Therefore the direct product gives us a 
simple way of constructing new finite groups. For example, let C2 be the cyclic group of 
order 2 generated by g. 

C2 X C2 = {(g, 1), (g, g), (1, g), (1, 1)} 
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Now IC2 X C2 1 = 4, so we have (as we shall soon see) two non-isomorphic groups of order 
4, namely: the cyclic group of order 4, C4 = {I, b, b2

, b3
} where b4 = 1, and the group 

C2 X C2 • 

The multiplication table for C2 X C2 is 

(1,1) (1, g) 

(1,1) 

(I,g) 

(g,I) 

(g,g) 

(1,1) 

(1, g) 

(g,I) 

(g,g) 

(1, g) 

(1,1) 

(g,g) 

(g,I) 

(g,I) (g,g) 

(g,I) (g,g) 

(g,g) (g,I) 

(1,1) (I,g) 

(I,g) (1,1) 

Note that all the elements of C2 X C2 are of order 2. Hence C4 is not isomorphic to C2 X C2• 

C2 X C2 is called the Klein four group, or simply the four group. 

Theorem 5.14: If G = H x K is the direct product of the groups Hand K, then the sets 

fi {(h,1) I hE H, 1 the identity of H} 

K {(I, k) IkE K, 1 the identity of K} 
A A A A 

are subgroups of G. Furthermore, H "'" H, K "" K; and if a E Hand 
bE K, ~b = b~. Finally, G = fi K and finK = {(I, I)}, the identity 
subgroup of G. 

A _ -1 -1 A 

Proof: If (hI, 1), (h2, 1) E H, then (hI, 1)(h2, 1) I = (hI,I)(h2 ,1) = (hlh2 ,1) E H, 
since h1h;1 E H. fi is clearly non-empty. Therefore fi is a subgroup of G. Similarly K 
is a subgroup of G. The mapping a of H onto fi defined by 

a: h --7 (h, 1), h E H 

is clearly an isomorphism. 
A A 

A 

Similarly K and K are isomorphic. Now let a = (h, 1) E H 
and b = (1, k) E K; then 

AA AA 

ab = (h, 1)(1, k) = (h, k) = (1, k)(h, 1) = ba 

Now finK= {(1,1)}. Any element (h,k) of G can be written as (h,I)(I,k), so Gr;;,fiK. 
A A A A 

Clearly HK r;;, G. Hence G = HK and Theorem 5.14 follows. 

Corollary 5.15: Let G = H x K and fi,K be as in Theorem 5.14. Then every g E G 
AA A A A A 

can be written uniquely as a product h k where h E H, k E K. 

Proof: If g = (h, k), then g = (h, 1)(1, k) is an expression for g as the product of an 
A A A 

element in H by an element in K. If we also have g = (hI, 1)(1, k1), then clearly hI = h 
and kl = k. Thus the expression is unique. 

As a converse we have 

Theorem 5.16: Let G be a group with subgroups Hand K such that HnK = {I}, the 
elements of H commute with those of K, and HK = G. Then G "" H x K. 

Proof; We first show that any element g E G can be written uniquely in the form 
g = hk where hE Hand k E K. Since G = HK, g = hk for some hE Hand k E K. 
Suppose g = hlkl and g = h2k2 where hI, h2 E Hand kl' k2 E K. hlkl = h2k2 implies 
h;Ihl = kzk-;I. But HnK = {I}, and so h;Ihi = 1 and k2k-;1 = 1. Hence hI = h2 and 
kl = k2. 

We define the mapping a: G --7 H x K by ga = (h, k) where g = hk E G. a is a one-to­
one mapping, for we have shown that there is one and only one way of writing g in the form 
g = hk, and the elements of H x K are of the unique form (h, k). To prove a is a homo­
morphism we must demonstrate that if gl = hlkl and g2 = h2k2 are any two elements in 
G, then 
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Now (hlklh2k2)a = (hlh2ktk2)a = (hlh2' klkz) = (hI' k l)(h2, k2) = (hlkl)a(h2k2)a 

Hence a is a homomorphism and the result follows. 

Note that if H,K are normal subgroups of a group G with HnK = {1}, then Hand K 
commute elementwise. For if h E H, k E K, 

h-Ik-Ihk = (h-Ik-Ih)k E K = h-I(k-Ihk) E H 

Therefore h-Ik-Ihk E HnK = {1}, and so Hand K commute elementwise. Clearly 
G = HK and Hand K commute elementwise implies Hand K are normal in G. 

Consequently Theorem 5.16 can be stated as follows: 

Corollary 5.17: Let G be a group with normal subgroups Hand K, and suppose HnK = {1}, 
and HK = G. Then G ~ H x K. 

The hypothesis of Theorem 5.16 asserts G must equal HK. But if G is a finite group 
and IHKI = IGI, we can conclude, since HK c:; G, that HK = G. It is useful to be able to 
count the number of elements in HK. We therefore prove the following proposition. 

Proposition 5.18: If G is a finite group with subgroups Hand K, then 

IHKI = IHI' IKI 
IHnKI 

Proof: Let I = H n K. I is a subgroup of G and, since I c:; K, I is a subgroup of K. 
Let Ikl,lk2, ... , Ikn be the n distinct cosets of I in K. Thus 

K = Ikl U Ik2 U ... U Ikn 

and, by Corollary 4.14, page 110, n = IKI/III = IKI/IHnKI. 

We claim now that 
HK = Hkl U Hk2 U ... U Hkn 

For if hk E HK, then k = lkj for some lEI, j an integer between 1 and n. Hence 
hk = (hl)kj = h'kj where h' E H, as both h, l belong to H. Thus HK = HkIUHkzU· .. uHkn. 

Now suppose HkinHkj oF ~ for some integers i and j. Then hki = h'kj for some 
h, h' E H. Consequently h'-Ih = kjki-t, so kjk i-

I E 1= H nK. But kjk i-
I E I implies 

that k j E Iki. Since two co sets are either equal or disjoint, Ikj = Iki. Hence ki = k j • 

Thus HkinHkj = ~ for i oF j and 

IHKI = IHkl1 + IHk21 + ... + IHknl 

Now IHkil = IHI, because hlki = h2ki if and only if hi = hz. Therefore 

IHKI = n IHI = IHIIKI 
IHnKI 

since n = IK\/IHnKI. 

To illustrate the use of Proposition 5.18, let G be a group of order 28 and HI and H2 
subgroups of G of orders 7 and 4 respectively. HI n H 2 = {1}, because an element in HI 
and also in H2 must have order dividing 7 and 4. Accordingly, 

I \ 
IHIIIH21 = 28 = \G\ 

HIH2 = IHI n H21 
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Using Proposition 5.18, we can replace Theorem 5.16 in the case of finite groups by 

Theorem 5.16': Let G be a finite group with normal subgroups Hand K where IHIIKI = IGI. 
If either (i) HnK = {1} or (ii) HK = G, then G ~ H x K. 

Proof: 

(i) HnK = {1} and [H[[KI = IG[ implies, by Proposition 5.18, [HK[ = [H[[K[/[HnK[ = [GI. 
Since HK (;;; G, we can conclude HK = G. But then the hypotheses of Corollary 5.17 
are fulfilled and G ~ H x K. 

(ii) If HK = G, then IHK[ = [G[. Therefore 

IG[ = IHK[ IHIIKI or [H n KIIGI = IHI IKI 
IHnKI 

But [H[[K[ = [G[ by hypothesis. Hence HnK = {I} and, by Corollary 5.17, G ~ H x K. 

The concept of direct product can easily be generalized to the direct product of a 
finite number of groups, GI, G2, ••• , Gn (n ~ 2). Let G = GI X G2 X .•. x Gn be the cartesian 
product of n groups. Define a multiplication in G by (gl, g2, ... , gn)(g{, g~, ... , g~) = 
(glg{, g2gf, ... , gng~) for (gl, g2, ... , gn), (g{, g;, ... ' g~) E G. G is then a group (see Problem 
5.30 below) called the (external) direct product of the groups GI, G2, ... , Gn • We denote G by 

n 

IT Gi • 
i=l 

In Chapter 6 we will define the direct product of an infinite number of groups dif­
ferently. Proposition 5.19 below and Corollary 5.15 will provide a link between the two 
definitions. 

Proposition 5.19: Let Hand K be subgroups of a group G. If 

(i) hk = kh for all h E Hand k E K 

and 
(ii) every element g EGis a unique product of an element in H 

and an element in K, (i.e. g = hk, hE H, k E K; and if g = hlkl' 
hI E H, kl E K, then h = hI and k = leI), 

then G ~ HxK. 

Proof: We need only prove· HnK = {1} to fulfill the hypotheses of Theorem 5.16. 
Suppose g E HnK. Then g = h·1 = 1· k for some hE Hand k E K. But condition 
\ii) implies h=1 and k=1. Therefore g=l and HnK={1}. 

If G is a group with subgroups Hand K satisfying conditions (i) and (ii), G is said to be 
the internal direct product of Hand K, and we write G = H Q9 K. By Proposition 5.19, 
HQ9K~HxK. 

Problems 

5.30. Let G = GI X G2 X •.. X Gn be the cartesian product of n groups. Define a multiplication in G by 

(gl,g2'·· .,gn)(g;,g~,.· .,g~) = (glg;,g2g~,·· ·,gng~) 

for (gl' g2, ... , gn), (g;, g~, ... , g~) E G. Show that G is a group. 

Solution: 
The multiplication is clearly an associative binary operation in G, since multiplication is associa-

tive in each Gi• If 1 stands simultaneously for the identity of Gi, i = 1,2, ... , n, then (1,1, ... ,1) 
is clearly the identity of G. If g = (gl,g2, ... ,gn) E G, then (g~l,g;I, ... ,g;:l) is the inverse 
of g in G. 

5.31. If H ~ Hand K ~ K, where H, H, K and K are groups, then H X K ~ Ii X K. 

Solution: 
If a: H .... Ii and fJ: K .... K are isomorphisms, we define y: H X K .... H X K by y: (h, k) .... 

(ha, kf3), hE H, k E K. y is a one-to-one mapping, for (ha, kf3) = (h'a, k'f3) if and only if ha = h'a 
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and k(3 = k' (3. Since a and (3 are one-to-one mappings, ha = h' a and k(3 = k' (3 if and only if 
h = h' and k = k'. To show y is a homomorphism, let (h, k), (h', k') E H X K. Then 

[(h, k) • (h', k')]y (hh', kk')y = «hh')a, (kk')(3) = (hah' a, k(3k' (3) 

(ha, k(3)· (h'a, k'(3) = (h, k)y(h', k')y 

Finally, it is clear that y is an onto mapping. 

5.32. Show that G = H X K is an abelian group if and only if Hand K are both abelian groups. 

Solution: 

Suppose Hand K are abelian groups. Letting (h, k), (h', k') E G, 

(h, k) • (h', k') = (hh', kk') = (h'h, k'k) = (hi, k') • (h, k) 
and so G is abelian. 

Conversely, suppose G is abelian. Let h, h' E H. Then if 1 is the identity of K, (h, l)(h', 1) = 
(h', l)(h, 1) or (hh',l) = (h'h,l). But this implies hh' = h'h. Hence H is abelian. Similarly we 
can show K is abelian. 

5.33. Consider the groups C2 X K 4 , C4 X C2 , Cs where Cn is the cyclic group of order nand K4 the four 
group, i.e. the non-cyclic group of order 4, described above. Are any two of these groups isomorphic? 
Is anyone non-abelian? 

Solution: 

Let C2 = gp(a), C4 = gp(b), and Cs = gp(g). We look at the set of elements of order 2 in 
each group. Since every isomorphism maps elements of order 2 onto elements of order 2, if there 
are more elements of order 2 in one group than in another, these groups cannot be isomorphic. Every 
element (oF 1) of C2 X K4 is of order 2, for (c, k)2 = (c2, k 2) = (1,1) and (1, k)2 = (1, k2) = (1,1) for 
any k E K 4• Cs on the other hand has only one element of order 2, namely g4, because (gi)2 oF 1 if 
i oF 4, 0 :<C i:<c 7. Now C4 X C2 has at least one element of order 4, (b,l), and at least two elements 
of order 2, (b 2 , a) and (1, a). Therefore no two of the groups are isomorphic. As C2 , C4 , K4 and Cs 
are abelian, Problem 5.32 implies C2 X K 4 , C4 X C2 and Cs are also abelian. Thus we have exhibited 
three non-isomorphic abelian groups of order 8. 

5.34. If Cn and Cm are the cyclic groups of order nand m respectively and (n, m) = 1, then 
Cn X Cm =' Cnm, the cyclic group of order nm. 

Solution: 

Say Cn = gp(g) and Cm = gp(h). Consider the order of the element (g, h) in Cn X Cm. We 
claim that the order of (g, h) is nm. If (g, h)k = (1,1) for some k, then (gk, hk) = (1,1) and so 
gk = 1 and hk = 1. Since the order of g is n and the order of h is m, m I k and n I k. Hence k 
is divisible by nm. On the other hand, (g, h)nm = (gnm, hnm) = 1 and so the order is nm. Accordingly, 
Cn X Cm = gp«g, h)). Therefore Cn X Cm =' Cnm' since all cyclic groups of the same order are 
isomorphic (Theorem 4.7, page 103). 

5,35. Show that Cs2 is not isomorphic to Cs X Cs (where Cn is the cyclic group of order n), for any 
integer 8 > 1. 

Solution: 

Since Cs2 is a cyclic group it has, by Theorem 4.9, page 105, one and only one subgroup of order 
8. But Cs X Cs has two subgroups of order 8, namely gp«l, g)) and gp«g, 1)), where g is the generator 
of Cs' Since subgroups of a given order are mapped onto subgroups of the same order by any iso­
morphism, Cs2 cannot be isomorphic to Cs X Cs. 

5.36. Show that for any prime p there are exactly two non-isomorphic groups of order p2. 

Solution: 

By Problem 5.19, page 140, we know that any group of order p2 is abelian. Cp 2, the cyclic group 
of order p2, and Cp X Cp , where Cp is the cyclic group of order p, are two non-isomorphic groups of 
order p2 (Problem 5.35). To see that these are the only possible groups of order p2, consider a 
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subgroup H of order p in G, a group of order p2. Such a subgroup exists by Corollary 5.12. H is 
cyclic, since p is a prime. Let a (;l H. The order of a is either p or p2. If the order of a is p2, G 
is a cyclic group generated by a. If !gp(a)! = p, then gp(a)nH = {I}, for b (# 1) E gp(a)nH 
implies H = gp(b) and gp(a) = gp(b), since a group of prime order has no proper subgroups. 
Also !gp(a)!!H! = p2 and, as G is abelian (Problem 5.19), gp(a) <J G and H <J G. Therefore, using 
Theorem 5.16', we conclude G "'" gp(a) X H. But gp(a) X H "'" Cp X Cp by Problem 5.31. Hence 
G "'" Cp X Cpo 

5.37. Show (Hl X H 2) X H3 "'" Hl X H2 X H 3. 

Solution: 
Define 'lr: (Hl X H 2) X H3 ~ Hl X H2 X H3 by 'lr: ((hl' h2), h3) ~ (hv h2' h3) for hl E H, h2 E H2 

and h3 E H 3. Clearly 'lr is an onto mapping. If ((hl' h2), h3)'lr = ((hl' h z), h 3)'lr, then (hv h2' ha) = 
(hv h2' h3) and consequently hl = hl' h2 = h2 and ha = ha• Therefore 'lr is one-to-one. To show 
'lr is a homomorphism, let ((hl' hz), h3) and ((h l , h2), ha) E (Hl X Hz) X H 3. Then 

[((hv h2), ha)((hl' h2), ha»)'lr = ((hl' h2)(hl' h 2), h3h3)'lr = ((hlh l , h2h2), h3ha)'lr 

(!tlhl' h2h2' h3h a) = (hv h2' ha)(hl' h2' h3) 

((hv h2), h3)'lr((hl' h2), ha)'lr 
and so 'lr is an isomorphism. 

h. Groups of small order: orders p and 2p 

As an application of the Sylow theorems and the theorems of Section 5.3a we will find, 
up to isomorphism, all groups of order less than 16. We will use Cn to denote the cyclic 
group of order n, and K4 to denote the four group. Recall that K4 is defined to be C2 x C2 • 

We refer to the notation of Section 5.3a. Let us put 1 = (1,1), x = (1, g), y = (g, 1) and 
z = (g, g). The multiplication table for K4 is 

1 x y z 

1 1 x y z 

x x 1 z y 

y y z 1 x 

z z y x 1 

We note that xy = z, xz = y and yz = x. Notice that the multiplication table is sym­
metric in x, y and z. If we put x = a and y = b, then z = ab and we can write the multi­
plication table in the form 

1 a b ab 

1 1 a b ab 

a a 1 ab b 

b b ab 1 a 

ab ab b a 1 

There is, up to isomorphism, clearly only one group of order 1. 

If p is a prime, any group of order p is cyclic (Problem 4.48, page 110). Up to isomor­
phism, there is one and only one cyclic group of order p (see Theorem 4.7, page 103). Thus 
there is one and only one group of order p, p a prime. In particular, the only groups of 
order 2,3,5,7,11 and 13 are cyclic. 

There are precisely two non-isomorphic groups of order 4, namely C4 and K4 (Section 
5.3a and Problem 5.36). 



Sec. 5.3] DIRECT PRODUCTS AND GROUPS OF LOW ORDER 149 

Next we show there are precisely two groups in each case of order 6, 10 or 14. Note 
that 6 = 2·3, 10 = 2·5 and 14 = 2·7, so these groups are of order 2p for some prime 
p 7'= 2. Let G be a group of order 2p, p an odd prime. By Problem 5.10, G has exactly one 
subgroup K of order p, and either 

(i) exactly one subgroup H of order 2 
or 

(ii) precisely p subgroups of order 2. 

(i) In this case the group G is a cyclic group of order 2p. To see this notice that H is a 
unique Sylow 2-group and K is a unique Sylow p-subgroup; so, by Problem 5.7, page 
133, H <J G and K <J G. Furthermore HnK = {I}, for any element common to H 
and K must have order dividing 2 and p and hence is the identity. Clearly JHJJKJ = 
2p = JGJ. Therefore by Theorem 5.16', G "'" H x K. But Hand K are cyclic groups of 
order 2 and p respectively. Thus by Problem 5.34, G is cyclic of order 2p. 

(ii) Let K = gp(a) wher.e aP = 1. Since K is the only subgroup of order p, b (/:. K implies 
b2 = 1. Clearly, G = K u bK. Hence G consists of the distinct elements 

1, a, a2 , ••• , aP-l, b, ba, ba2 , ••• , baP- 1 (5.6) 

Now if i = 0,1, .. . ,p-l, then 

(bai)2 1 and bai = aP-ib (5.7) 

since bai 
(/:. K and each element of G outside K is of order 2. Also 

(bai)2 = (bai)(bai) = 1 implies bai = (bai)-l = (ai)-lb- 1 = aP-ib 

Now if G is any group of order 2p, then it is either of type (i) or (ii). If G is of type 
(i), then by our analysis it must be a cyclic group of order 2p. By Theorem 4.7, page 103, 
cyclic groups of the same order are isomorphic. Hence all groups of order 2p having 
property (i) are isomorphic. 

Suppose G is of type (ii). Then, arguing as above, G has a subgroup K = gp(a) of order 
p and an element b of order 2 such that 

G = {I, a, ... , aP-l, b, ba, ... , bap- l} 

where for i = 0,1, .. . ,p-l, 
(bai)2 = 1 and bai = aP-ib 

The mapping a: G ~ G defined by 

a: ai ~ ai, a: b ~ b, a: bai ~ bai (i any integer) 

(5.8) 

is an isomorphism. First, a is a mapping; for if ai = ai, p divides i - j and hence ai = ai. 
Consequently a is well defined on ai. If bai = bai, then ai = ai and so p divides i - j and 
ai = ai. Hence a is well defined on the bai. As a: ai ~ ai, bai ~ bai (i = 0,1, ... , p - 1), a 
is one-to-one and onto. a is also a homomorphism, for gl, g2 E G implies gl = biai and 
g2 = bSat for some choice of j, s E {O, I} and i, t E {O, 1,2, ... , p -I}. Using equations 
(5.7) and (5.8), we obtain, when s = 0, 

(glg2)a = [(biai)(at)]a = (biai+t)a = biaHt = biaiat = (biai)a(at)a = glag2a 

and when s = 1, 

(glg2)a = [(biai)(bat)]a = (bibap-iat)a = (bHlaP-i+t)a bHlaP-i+t 

= biaibat = (biai)a(bat)a = glag2/X 

Therefore any two groups of order 2p of type (ii) are isomorphic. 
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So far we have shown that up to isomorphism there are at most two possible groups of 
order 2p, p a prime. This does not mean that there exist two non-isomorphic groups of 
order 2p, for each prime p. But from Theorem 4.7, page 103, we know that for each positive 
integer n there exists a cyclic group of order n, and from Section 3.4f, page 75, we know 
that for each n the order of the dihedral group D" is 2n and Dn is not cyclic for n > 2 (it is 
not even abelian). There are therefore, up to isomorphism, exactly two groups of order 
2p for each prime p cI= 2: one a cyclic group and the other Dp. In particular there are 
exactly two non-isomorphic groups of order i, i = 6,10,14. 

It is worthwhile summarizing our method of finding all groups of order 2p. We first 
showed that if a group had order 2p it had to be isomorphic to one of two possible groups. 
The isomorphism in case (ii) was shown by using the fact that the elements of such a group 
had to satisfy equations (5.7) and (5.8). (As those equations determine the group up to 
isomorphism, they are usually called defining relations for the groups; they will be discussed 
in detail in Chapter 8.) After demonstrating the isomorphism, we proved that each of the 
possible groups exists by exhibiting a group of each type. 

c. Groups of small order: orders 8 and 9 

Let G be a group of order 8. There are at least three non-isomorphic abelian groups of 
order 8: Cs, C2 X C4 and Cz x K4 (see Problem 5.33). We show that if G is abelian it is 
isomorphic to one of these three groups. 

If G has an element of order 8, G is cyclic. If G has no element of order 8 but has an 
element a of order 4, let H = gp(a). Let bEG - H. If b is of order 4, b2 is an element 
of order 2 and lies in H (since the coset decomposition of G is Hu bH). As a2 is the only 
element of H of order 2, b2 = a2. Hence (ab)2 = a2b2 = a2a2 = 1. Since ab ~ H, we may 
assume that there exists an element x E G - H of order 2 (x = b if b is of order 2 or else 
x = ab). Let X = gp(x). XnH = {I}. Therefore by Theorem 5.16', G "'" X X H. Since 
X "'" C2 and H "'" C4, we conclude G "'" C2 X C4 • 

If G has no elements of order 4 or 8, all its non-identity elements are of order 2. Let 
a, b be distinct elements of order 2 in G. Let A = gp(a), B = gp(b). Then AB is a group 
by Problem 4.62, page 114. Now AnB = {I} and IAIIBI = IABI. SO, by Theorem 5.16', 
AB "'" A X B and consequently AB"", C2 X C2 • Let c E G - AB and C = gp(c); then 
CnAB = {I}. Thus G "'" (C2 X C2) X C2 = K4 X Cz. 

We conclude that there are, up to isomorphism, exactly three abelian groups of order 8. 

Assume G is a non-abelian group of order 8. G has an element of order 4 and no elements 
of order 8; for if g EGis of order 8, G "'" Cs. On the other hand if all elements of G are of 
order 2, then (ab)2 = 1 for any a, bEG and consequently 

ba = a2bab2 = a(abab)b = ab 

contrary to our assumption that G is non-abelian. Let a E G be an element of order 4, 
and put H = gp(a). Then G = HuHb for some bEG. Also H <l G, as it is of index 2 
(Problem 4.69, page 116). b2 E H; for if not, the co sets H, Hb, Hb2 would be distinct, and 
this would contradict [G: H] = 2. We have four possibilities for b2: (i) bZ = a, (ii) bZ = aZ

, 

(iii) b2 = a3
, or (iv) b2 = 1. 

If (i) or (iii) occurs, clearly G = gp(b), contrary to our assumption. Thus (ii) and (iv) 
are the only possibilities. 

(ii) b2 = a2 • Since H <l G, b-1ab E H. As a is of order 4, so is b-1ab. Thus b-1ab = a 
or a3• If b-1ab = a, then ab = ba. But every element of G can be written as aib or ai for 
some integer i, since G = HuHb. Hence ab = ba implies G is abelian, contrary to our 
assumption. Thus b-1ab = a3 or 

ab = ba3 (5.9) 
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Since G = HUHb, the elements of G can be expressed as 1, a, a2, a3, b, ab, a2b, a3 b. If a 
group of this type actually exists, then equation (5.9), b2 = a2 and a4 = 1 provide us with 
enough information to construct its mUltiplication table. 

1 a b ab 

1 1 a a2 a3 b ab a2b a3b 

a a a2 a3 1 ab a2b a3b b 

a2 a3 1 a a2b a3b b ab 

a3 1 a a2 a3b b ab a2b 

b b a3b a2b ab a2 a 1 a3 

ab ab b a3b a2b a3 a2 a 1 

a2b ab b a3b 1 a3 a2 a 

a3b a2b ab b a 1 a3 a2 

Table 5.1 

To calculate the products in the table, we used the fact that ab = ba3 and b2 = a2 

imply ba = a3b since a3 b = a2(ba3 ) = b3a3 = b(a2a3) = ba. 

If G is another non-abelian group of order 8 with an element a of order 4 and an element 
b (l gp(a) such that b2 = a2

, then as in our argument above, 

G = {i, a, a2
, a3 , b, a2b, iib, ab 3 } 

with the elements satisfying the equations 

a4 = 1, a2 = b2
, ab = ba3 

from which we find a multiplication table for G which is identical to Table 5.1 except that 
a is substituted for a and b for b. The mapping a: G ~ G defined by a: a ~ a and 
a: aib ~ aib, i = 0,1,2,3, is clearly an isomorphism. 

Table 5.1 also shows that a group of order 8 of this type actually does exist, for the 
table defines a group. To see this, notice that the product of any two elements is again an 
element, i.e. the table defines a binary operation, 1 is an identity element, and every element 
has an inverse. The only difficulty is checking that the binary operation is associative. 
This involves much calculation (the reader should check some of the calculations himself). 
We shall give another description of this group in Problem 5.40. This group is 'called the 
Quaternion group and has the interesting property that all its subgroups are normal and 
yet it itself is not abelian (Problem 5.43). 

We now move on to a discussion of (iv). 

(iv) b2 = 1. Let K = gp(b); then HnK = {I} and G = HK. Now H <J G so that 
b-1ab E H and, since a is of order 4, we have b-1ab = a or a3 • As in (ii), b-1ab = a implies 
G is abelian. Hence b-1ab = a3, which leads to 

ba = a3b (5.10) 

The elements 1, a, a2, a3, b, ab, a2b, a3b are the distinct elements of G. Equation (5.10), 
b2 = 1 and a4 = 1 enable us to construct the following multiplication table. 
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1 a b ab 

1 1 a a2 a3 b ab a2b a3b 

a a a2 a3 1 ab a2b a3b b 

a2 a3 1 a a2b a3b b ab 

a3 1 a a2 a3b b ab a2b 

b b a3b a2b ab 1 a3 a2 a 

ab ab b a3b a2b a 1 a3 a2 

a2b ab b a3b a2 a 1 a3 

a3b a2b ab b a3 a2 a 1 

Table !:.2 

As in part (ii), any non-abelian group of order 8 having property (iv) is isomorphic to G. 
Such a group exists, for Table 5.2 also defines a group. This group is isomorphic to the 
dihedral group D 4, the group of symmetries of a square (see Problem 5.38). 

The two groups given in Tables 5.1 and 5.2 are not isomorphic because the group of 
Table 5.1 has exactly one element a2 of order 2, whereas the group of Table 5.2 has five 
elements of order 2: a2

, b, ab, a2b and a3b. Thus we have shown that there are exactly two 
non-isomorphic non-abelian groups of order 8. 

To summarize, there are five non-isomorphic groups of order 8, three abelian and two 
. non-abelian. 

Since 9 = 32, we know by Problem 5.36 that there are two and only two non-isomorphic 
groups of order 9, namely C9 and C3 X C3• 

d. Groups of small order: orders 12 and 15 

To complete our list of all groups up to order 15, we must find all possible groups of 
order 12 and 15. Because 12 = 3.22, we know that a group G of order 12 has at least 
one Sylow 2-subgroup of order 22 and at least one Sylow 3-subgroup of order 3. The third 
Sylow theorem tells us that the number of Sylow 2-subgroups is congruent to one modulo 2 
(i.e. S2 = 1 +2k for some integer k) and S2 divides IGI. When k = 0, S2 = 1; and when 
k = 1, S2 = 3. If k > 1 it is clear that 1 + 2k does not divide 12. We therefore have two 
possibilities: G has exactly one Sylow 2-subgroup or G has exactly three Sylow 2-subgroups. 
A similar argument shows that G has exactly one Sylow 3-subgroup or G has exactly four 
Sylow 3-subgroups. Therefore we have four possibilities: 

(i) S2 = 1 and S3 = 1 

(ii) S2 = 1 and S3 = 4 

(iii) S2 = 3 and S3 = 1 

(iv) S2 = 3 and S3 = 4 

Notice that because the Sylow 2-subgroup has order 4 it must be isomorphic to C4 or 
K 4, and the Sylow 3....gubgroup must be isomorphic to C3 (Section 5.3b). We treat each case 
separately. 
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(i) Let F be the Sylow 2-subgroup and T the Sylow 3-subgroup of G. Then F <J G and 
T <J G, since a Sylow p-subgroup is a normal subgroup if it is unique (Problem 5.7, 
page 133). Furthermore, Fn T = {I} since any element in the intersection must have 
order dividing 3 and 4 and so must be the identity. Moreover, WIITI = 12. Hence by 
Theorem 5.16', G 25' F x T. We have two possibilities for F: (a) F 25' C4 or (b) F 25' K 4 • 

Thus G 25' C4 X C3 25' Cl2 (by Problem 5.34) or G 25' K4 x C3; both these groups are 
abelian. 

These are the only abelian groups of order 12, for if G is abelian any two conjugate 
subgroups are equal. Hence by Theorem 5.3, page 131, 82 = 83 = 1. 

In cases (ii) through (iv) we assume G is a non-abelian group. Furthermore, let F be 
any Sylow 2-subgroup of G and T any Sylow 3-subgroup of G. Then Fn T = {I} and, by 
Proposition 5.18, page 145, IFTI = IFllT[llFn TI = IFIITI = IGI. Thus G = FT. If It = tl 
for all IE F and t E T, then G is abelian since gl, g2 E G implies gl = Iltl and g2 = ht2 
for some !t.12 E F and t l, t2 E T. Now as F and T are both abelian groups, 

glg2 = Ittd2t2 = 12tdltl = g2g1 

Hence we also assume if F is any Sylow 2-subgroup of G and T any Sylow 3-subgroup of G, 
that it is not the case that It = tl for all IE F and t E T. 

(ii) 82 = 1 and 83 = 4. Let F be the (unique) Sylow 2-subgroup and T be a Sylow 3-sub­
group. There are two possibilities: (a) F 25' C4 and (b) F 25' K4 • We treat each case 
separately. 

(a) Let F = {I, a, a2, a3} where a4 = 1, and T = {I, b, b2} where b3 = 1. 82 = 1 im­
plies F <J G. Thus b-Iab E F. If b-Iab = a, then ab = ba. But this implies 
every element of F commutes with every element of T, contrary to our assumption. 
Therefore since a has order 4, b-Iab # a2 and b-Iab # 1 so that b-Iab = a3 or 
ab = ba3. We show that under these assumptions gp(ba) = G. (ba)2 = b(ab)a = 
b2a4 = b2. So (ba)3 = (ba)2ba = b2ba = a. Hence gp(ba) contains a and b and thus 
coincides with G. Then G is cyclic, contrary to assumption. There is therefore 
no non-abelian group of order 12 with 82 = 1, 83 = 4 and Sylow 2-subgroup iso­
morphic to C4 • 

(b) Let F = {I, x, y, z} be the four group as given in Section 5.3b, and T = {I, c, c2
} 

where c3 = 1. As in part (a), F <J G so that c-Ilc E F for all IE F. Now by 
assumption c-Ilc # I for at least one I E F. Suppose c-Ixc # x (the other cases 
are similar). We may assume c-Ixc = y. (The other case, c-Ixc = Z, is argued 
similarly.) Let us, as in Section 5.3b, put x = a, y = band z = abo Then ac = cb, 
which implies a = cbc- 1• Now c-Ibc # a, for c-Ibc = a implies c-Ibc = cbc- 1 

or b = &bc-2 • Then, as & = c- l and c-2 = c, b = c-Ibc. Hence a = b, a contra­
diction. Similarly c-Ibc # band c-Ibc # 1. Then c-Ibc = ab and c-l(ab)c = 
(c-Iac)(c-Ibc) = bab = b2a = a. Consequently.the equations 

~. S z <I (;,. j\ .., ;-JJ-

S;f/ 6-
ac = cb, bc = cab, :..abc = ca, a2 = b2 = 1, c3 = 1, ab = ba (5.11) 

hold in G. Now 1, c, c2 determine distinct cosets of F in G. Therefore the elements 
of G are 

Using equations (5.11), we can write down the multiplication table for G, as shown 
in Table 5.3 below. 
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1 c a b ab ca cb cab 

1 1 C c2 a b ab ca cb cab c2a c2b c2ab 

c c c2 1 ca cb cab c2a c2b c2ab a b ab 

c2 1 c c2a c2b c2ab a b ab ca cb cab 

a a cb c2ab 1 ab b cab c ca c2b c2a c2 

b b cab c2a ab 1 a cb ca c c2 c2ab c2b 

ab ab ca c2b b a 1 c cab cb c2ab c2 c2a 

ca ca c2b ab c cab cb c2ab c2 c2a b a 1 

cb cb c2ab a cab c ca c2b c2a c2 1 ab b 

cab cab c2a b cb ca c c2 c2ab c2b ab 1 a 

c2a b cab c2 c2ab c2b ab 1 a cb ca c 

c2b ab ca c2ab c2 c2a b a 1 c cab cb 

c2ab a cb c2b c2a c2 1 ab b cab c ca 

Table 5.3 

By a similar argument to that used in the discussion of the non-abelian groups of 
order 8, any group of order 12 with 82 = 1 and 83 = 3 is isomorphic to G. Moreover, 
Table 5.3 defines a group: the table defines a binary operation, the identity is 1, and 
every element clearly has an inverse. The associativity of the operation must also be 
checked, an even more tedious task than in the case of a group of order 8. The alter­
nating group A4 is a group of this type (Problem 5.38). 

(iii) 82 = 3 and 83 = 1. Let F be a Sylow 2-subgroup and T = {1, e, e2} (e3 = 1) be the 
Sylow 3-subgroup. Again we have two possibilities: (a) F = {1, a, a2, a3} "'" C4 and 
(b) F = {l,x,y,z} "'" K 4 • 

(a) T, being a unique Sylow 3-subgroup, is normal in G and so a-lea E T. We may 
assume a-lea""" e, otherwise the group is abelian. Hence a-lea = e2 and ea = ae2. 
Also, e2a = eae2 = ae4 = ae. The equations .. which determine a multiplication table 
for this group arei\ t.,.vL 

(5.12) 

The distinct elements of G are then 

and we obtain Table 5.4 below. 

We conclude, by an argument similar to that used in the discussion of the non­
abelian groups of order 8, that any group of order 12 with 82 = 3, 83 = 1 and in 
which the Sylow 2-subgroups are cyclic of order 4, is isomorphic to the group G 
defined in the table. Again it can be checked that the table defines a group, so that 
a group of this type exists. We have as yet not encountered an example of this 
type of group, but in Problem 5.41 we show that there is a group of 2 by 2 matrices 
which is isomorphic to G. 
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1 a e ae 

1 1 a a2 0.,3 e e2 ae a2e a3e ae2 a2e2 a3e2 

a a a2 a3 1 ae ac2 a2e a3e c a2c2 a3c2 e2 

a2 a3 1 a a2e a2e2 a3e e ae a3e2 e2 ae2 

a3 1 a a2 a3e a3c2 e ac a2e c2 ae2 a2e2 

e e ae2 a2e a3e2 e2 1 a a2e2 a3 ae a2 a3e 

e2 ae a2e2 a3e 1 e ae2 a2 a3e2 a a2e a3 

ae ae a2e2 a3e e2 ae2 a a2 a3e2 1 a2e a3 e 

a2e a3e2 e ae2 a2e2 a2 a3 e2 a a3e 1 ae 

a3e e2 ae a2e2 a3e2 a3 1 ae2 a2 e a a2e 

ae2 ae2 a2e a3e2 e a ae a2e2 a3 e2 a2 a3e 1 

a2e2 a3e e2 ae a2 a2e a3e2 1 ae2 a3 e a 

a3e2 e ae2 a2e a3 a3e e2 a a2c2 1 ae a2 

Table 5.4 

(b) F = {1, x, y, z} and T = {1, C, c2 }. Since T <J G, we have I-lcl E T for all IE F. 
By assumption, for at least one IE P, I-lcl # c. We may therefore assume, with­
out loss of generality, that X-ICX = c2• Again, as in Section 5.3b, put x = a, y = b 
and z = abo Then ca = ac2

• Note that c2a = c(ca) = c(ac2
) = (ca)c2 = ac2c2 = ac, 

. 2-I.e. c a - ac. 

We claim that 8 = {1, C, c2, a, ca, c2a} is a subgroup. We leave to the reader 
the task of checking that the product of any two elements in 8 is again in 8 
(ca = ac2 and c2a = ac make this task easy). The identity 1 is in 8, and on inspec­
tion we find every element in 8 has an inverse in 8: c- l = c2 , (C2)-1 = c, a-I = a, 
(ca)-l = ca, (c2a)-1 = c2a. Hence 8 is a subgroup of G. 181 = 6 for cia = ci (i = 1 
or 2; and j = 0, 1 or 2) implies a E T, a contradiction; cia = a (i = 1 or 2) implies 
ci = 1, a contradiction; and ca = c2a implies c = 1, a contradiction. 8 is 
non-abelian (ac = c2a is not equal to ca) and hence is isomorphic to D3 since 
there is only one non-abelian group of order 6 (up to isomorphism). Now 
[G: 8] = 2 implies 8 <J G (by Problem 4.69, page 116). Hence b-lcb E 8. 
As b-lcb is an element of order 3, it is either c or c2 , as all other elements of 
8 are of order 2. We shall now choose an element hE F, h 6!: 8, such that 
h-lch = c. If b-lcb = c, let h = b. If on the other hand b-lcb = c2

, let h = abo 
Recall that a-lca = c2• Then (ab)-lc(ab) = b-l(a-lca)b = b- I C2b = b-lcb· b-lcb = 

c2
• c2 = c. Hence there exists an element h 6!: 8 in F (Le. b or ab) such that h -lch = c. 

Consider H = gp(h). Clearly 8nH = {1}, 8 and H commute elementwise, and 
1811HI = IGI, and so G ~ 8 X H by Theorem 5.16. But 8 ~ D3 and H ~ C2. We 
therefore conclude that any group G with 82 = 3, 83 = 1 and Sylow 2-subgroup 
isomorphic to K 4, is isomorphic to D3 X C2• The dihedral group De is a group of this 
type (Problem 5.38). 

(iv) 82 = 3, 83 = 4. Since distinct cyclic groups of order 3 intersect in the identity element, 
the four Sylow 3-subgroups have together 9 distinct elements. A Sylow 2-subgroup 
is of order 4. Since the intersection of a group of order 4 and a group of order 3 can 
only be the identity, it follows that the number of distinct elements in the 4 3-Sylow 
subgroups and a single 2-Sylow subgroup is 12. 

But IGI = 12, so there cannot be another distinct Sylow 2-subgroup. Thus there 
is no group of type (iv). 
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To summarize, we have shown that there are up to isomorphism exactly three non-abelian 
groups of order 12. They are the groups 

(ii) (b) with S2 = 1. S3 = 4 and the Sylow 2-subgroup ~ K 4 ; see Table 5.3. (Such a group 
is isomorphic to A4.) 

(iii) (a) with S2 = 3, S3 = 1 and the Sylow 2-subgroup ~ C4; see Table 5.4. (Such a group 
is isomorphic to a group of 2 by 2 matrices given in Problem 5.41.) 

(b) with S2 = 3, S3 = 1 and the Sylow 2-subgroup ~ K 4• (Such a group is isomorphic 
to D3 X C2 which is isomorphic to Ds. See Problem 5.38.) 

Clearly no two of these groups are isomorphic. The abelian groups of order 12 are K4 X C3 

and C12 • Thus including the abelian groups, there are five non-isomorphic groups of order 12. 

If G is of order 15, we have seen that G is cyclic (Section 5.1a). The following table 
gives the number of non-isomorphic groups of order 1 through 15. 

Order of group 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 

No. of groups 1 1 1 2 1 2 1 5 2 2 1 5 1 2 1 

The reader will agree that finding all groups of a given order is difficult. Indeed there 
is not even a general method of determining how many non-isomorphic groups of a given 
order there can be. 

Problems 
5.38. Show that 

(i) The dihedral group D4 is a group of order 8 isomorphic to the group given in Table 5.2, 
page 152. 

(ii) The alternating group A4 is isomorphic to the group given in Table 5.3. 

(iii) The dihedral group Ds is isomorphic to D3 X C2• 

Solution: 
(i) D4 is a non-abelian group of order 8 and as such is isomorphic to one of the groups given in 

Section 5.3c, Tables 5.1 and 5.2. A check of Table 5.1 shows that there is only one element of 
order 2, namely a2. But D4 is the symmetry group of the square (Section 3.4f, page '75). A 
reflection T is of order 2 and if u is a rotation of 90°, TU is of order 2 as can be seen in the 
discussion of these groups in Chapter 3. Therefore D4 must be isomorphic to the group given 
in Table 5.2. 

(ii) A4 is a non-abelian group of order 12. Hence it is either isomorphic to the group of Table 5.3 
or 5.4 or to D3 X C2 (see page 155). As can be seen from the multiplication table for A4 given 
in Chapter 3, page 63, A4 has exactly three elements of order 2, namely U2' U5 and U8. Now the 
group of Table 5.4 has only one element a2 of order 2, so that it could not be isomorphic to A 4• 

We have shown in Problem 5.1, page 131, that A4 has no subgroup of order 6 and D3 is iso­
morphic to a subgroup of D3 X C2 by Theorem 5.14. Hence A4 is not isomorphic to D3 X Cz. 
Thus it must be isomorphic to the group given in Table 5.3. 

(iii) Ds is of order 12, and is not abelian. Ds is the symmetry group of the hexagon and therefore 
has a subgroup of order 6, namely the rotation of 60° about the center. So it is not the case 
that Ds ~ A 4 , and hence Ds cannot be isomorphic to the group of Table 5.3. Also, a reflection 
followed by a rotation is an element of order 2. Since there are six such elements in Ds, it 
cannot be isomorphic to the group of Table 5.4 as this group has only one element of order 2. 
The only other possibility is that Ds ~ D3 X C2• 

5.39. Find a cyclic subgroup of order 6 in D3 X C2• 

Solution: 

Let a E D3 be of order 3 and b (# 1) E C2• Consider the element (a, b) E D3 X C2• (a, b)2 = 
(a2,1), (a, b)3 = (1, b), (a, b)4 = (a,l), (a, b)5 = (a2, b), and (a, b)6 = (1,1). Hence gp«a, b» is a cyclic 
subgroup of D3 X C2 of order 6. 
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(0 i) ( 0 1) 5.40. Consider the matrices A = i 0 and B = -1 0 where i = V-i. A and B have nonzero 

determinants and thus are elements in the group of all 2 X 2 matrices with nonzero determinants. 
Show that gp(A, B) is a group of order 8 which is isomorphic to the quaternion group (Table 5.1, 
page 151). 

Solution: 

By direct calculation we find 

A2 = (-1 0) 
o -1 ( ~ -i) -t 0 

A4 (~ n I, (identity matrix) 

(-1 0) 
o -1 (

-i 0) 
AB = 0 i A2B = G -~) A3B C 0) o -i 

and A3B = BA 

Let G = {I,A2,A3,B,AB,A2B,A3B}. We claim that G = {l,A,A2,A3,B,AB,A2B,A3B} 
gp(A, B). Clearly, G c; gp(A, B). To show G = gp(A, B), we need only show G is a group, as 
A, BEG. Note G is a subset of the group of 2 X 2 matrices with nonzero determinant. Hence the 
elements of G satisfy the associative law. By direct calculation we can show that G is closed under 
matrix multiplication; the equation BA = A3B simplifies the calculations, e.g., 

Furthermore every element of G has an inverse in G, e.g. using B3A = AB we have 

(A3B)-1 = B-lA -3 = B3A = AB 

Checking all these details enables us to conclude that G is a group of order 8 and G = gp(A,B). 
G is non-abelian, since AB #- BA, so G is either isomorphic to the group of Table 5.1 or Table 5.2. 
Because G has only one element of order 2, it cannot be isomorphic to the group of Table 5.2. Thus 
G is isomorphic to the quaternion group of Table 5.1. 

5.41. Consider the matrices A = (~ ~) and B = (~ ;), where i = A and < is a nonreal com­

plex cube root of 3 (so, in particular, .3 = 1 and < #- 1). A and B have nonzero determinants and 
thus are elements in the group of all 2 X 2 matrices with nonzero determinants (see Section 3.5b, 
page 81). Show that gp(A,B) is a group of order 12 which is isomorphic to the group given in 
Table 5.4, page 155. 

Solution: 

We find by direct calculation that 

A2 = (-1 0) B2 (~ ~) A2B (-< 0) A2B2 (-~ 0) 
o -1 o _<2 o -< 

A3 ( ~ -i) 
-t 0 B3 (~ ~) A3B (-~ -i~2) A3B2 ( 0 -U) 

-w 0 
A4 = G ~) AB = (~ i~2) AB2 = C~2 ~) 

Let H = {A,A2,A3,A4,B,B2,AB,A2B,A3B,AB2,A2B2,A3B2}. We claim H = gp(A,B). Clearly 
H c; gp(A, B). To prove H = gp(A, B) we need only show H is a group, as A, BE H. Note that 
H is a subset of the 2 X 2 matrices with nonzero determinant. Hence the elements of H satisfy the 
associative law. To check that H is closed under matrix multiplication, first note that A -lBA = B2. 
Then, for example, 

A2A· (A -lBA)A2B = A3B2A2B = A4(A -lBA)(A -lBA)AB 

= B2B2AB = BAB = AA -lBAB = AB2B = A 

Also the inverse of, for example, (A3B) is given by 

(A3B)-l = B2A = AA -lB2A = A(A -lBA)(A -lBA) AB E H 



158 FINITE GROUPS [CHAP. 5 

Checking all these details enables us to conclude that H is a group of order 12 and H = gp(A, B). 
The mapping a: a ~ A, and c ~ B is an isomorphism of the group of Table 5.4 and H. This 
obtains because H satisfies the equations 

BA = AB2, B2A = AB, B3 = J, A4 = J 

(J the identity matrix). These are the exact counterparts of equations (5.12), page 154. Con­
sequently the multiplication table for H is obtained from that for the group of Table 5.4 by renaming 
via a. 

5.42. Show that a group G of order 48 has a normal subgroup =F {1} or G. (Very difficult.) 

Solution: 
By the first Sylow theorem, G has a Sylow 2-subgroup of order 16. By the third Sylow theorem, 

82 = 1 + k2 for some integer k and 821 48. The only odd divisor of 48 is 3, hence 82 = 1 or 3. If 
82 = 1, then the Sylow 2-subgroup is unique and therefore normal (Problem 5.7, page 133). Suppose 
82 = 3. Let Hand K be two of the Sylow 2-subgroups. As HnK is a proper subgroup of H, 
IHnKII16. Then IHnKI = 8; for if IHnKI "" 4, then, by Proposition 5.18, page 145, IHKI = 
IHIIKI/IHnKI ~ 16 X 16/4 = 64, which contradicts our assumption that IGI = 48. Since both H 
and K are of order 16, HnK, as a subgroup of index 2, is normal in both Hand K (Problem 4.69, 
page 116). Hence Ht;;;,NG(HnK) and Kt;;;,NG(HnK). Letting N = NG(HnK), we have HKt;;;,N. 
Thus INI ~ IHKI = IHIIKI/IHnKI = 32. As INI divides 48 and INI ~ 32, INI = 48 and so N = G. 
Because a group is normal in its normalizer, we have HnK <J G. 

5.43. Show that all subgroups of the quaternion group G are normal subgroups. (G is given in Table 5.1, 
page 151.) 

Solution: 
It is sufficient to check that the cycli,c groups are normal in G. For if S is any subgroup, 

8 E S, and x E G, then X- 18X E gp(8) implies X- 18X E S. 
Using the multiplication table we can check that for x = a or b and any 8 E S, x- 1SX E gp(s). 

(We leave this check to the reader.) 
This is sufficient to prove the result, for every element of G is of the form aib or ai for 

i = 0,1,2,3. 

5.4 SOLVABLE GROUPS 

a. Definition of solvable groups 

To introduce our concepts we will begin with an example. If P is a group of order pT 
where p is a prime, then we showed that P has a series of subgroups Pi with 

{1} = Po k P1 k ... k P T = P (5.13) 

where each Pi <J P i+ 1 and [PH 1: Pi] = p for each integer i = 0, ... , r - 1 (see equation 
(5.4), page 139). 

Let G be a group and suppose it has a series of subgroups 

{1} = Go k G1 k ... k GT = G (5.14) 

If each Gi <J GH1 for i = 1, ... , r -1, then (5.14) is called a subnormal series of (for) G. 
With this definition, (5.13) is a subnormal series of P. 

If (5.14) is a subnormal series for G and [Gi+1: Gi] is some prime (dependent on i), for 
i=0, ... ,r-1, G is called a solvable gTOUp and (5.14) is called a solvable series for G. 
Accordingly we conclude that P is solvable and that (5.13) is a solvable series for P. 

If (5.14) is a subnormal series for G and Gi+t!Gi is simple, i.e. Gi+t!Gi has no normal sub­
groups other than GHt!Gi and the identity, for i = 0, .. . ,r-1, then (5.14) is said to be a 
composition series for G. To see that (5.13) is a composition series for P, note that Pi+t!Pi 
is a cyclic group of order p and hence is simple. We call the factor groups G;/Gi+1 of the 
subnormal series (5.14) the factors of (5.14). 
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We shall discuss composition series in greater detail in Section 5.5. We remark that 
not all groups have a composition series but finite groups do (Section 5.5a). Our main con­
cern in this section is the concept of solvable group. 

Historically, solvable groups arose in the attempt to find a formula for the roots of an 
nth degree polynomial 

f(x) = anxn + an _Ixn - 1 + ... + a1X + ao (5.15) 

in terms of the coefficients ai. The formula sought was one which involved the coefficients 
ao, ... , an of the polynomial, integers, and the operations addition, subtraction, multiplica­
tion and division, and a finite number of extraction of roots. For example, if n = 2, then 

-a1 ± ya2 - 4a2aO 
x = 2 1 is a formula giving the roots of (5.15). If the roots of f(x) can be 

a2 
obtained by such a formula, we say f(x) = 0 is solvable by radicals. 

From the Fundamental Theorem of Algebra we know that an nth degree polynomial 
with complex coefficients has n complex roots. Let F be the "smallest" field (see Section 
3.6b, page 86, for a definition of field) of complex numbers containing the coefficients 0,; of 
f(x). By saying F is the smallest field we mean that if H is a field containing the coefficients 
0,;, then Fe H. Let E be the smallest field containing F and the roots of f(x). Now the 
set of automorphisms of E forms a group under the composition of mappings (see Theorem 
3.15, page 87). The automorphisms of E which map every element f E F onto itself is a 
subgroup G of the group of all automorphisms of E. The group G is called the Galois group 
of the polynomial f(x). In the beginning of the 19th century, the French mathematician 
E. Galois proved (essentially) the following extraordinary theorem: An equation f(x) = 0 
is solvable by radicals if and only if the Galois group of f(x) is solvable. It turns out that 
not all equations of degree ~ 5 are solvable by radicals because the symmetric group Sn 
is not solvable for n ~ 5. (For details see Birkhoff and MacLane, A Survey of Modern 
Algebra, Macmillan, 1953.) In Section 5.5e we will prove that Sn is not solvable. 

Problems 
5.44. Show that the symmetric group 8 n is solvable for n = 1,2,3. 

Solution: 
8 1 = {,}; then 8 1 has the solvable series {,} C;;;81 and is therefore solvable. 

8 2 = {G !), G ~)} 
then {,} C;;;82 is a solvable series for 8 2 and so 8 2 is solvable. 

Let 8 3 = {" (11) (12, 7"1, 7"2' 7"3} where 

G 
2 !) G 

2 !) G 2 
~) 2 

(12 
1 

7"2 2 

G 
2 

~) G 2 
~) G 2 !) (11 

3 
7"1 3 7"3 1 

Now H = {" (11) (12} is a cyclic subgroup of 8 3 , Also, [83 : H] = 2. Hence by Problem 4.69, page 
116, H <l 8 3, Thus {,} C;;; H C;;; 8 3 is a solvable series for 8 3, since [H: {,}] = 3 and [83 : H] = 2, 
and so 8 3 is solvable. 

5.45. Show that 8 4 is solvable. 

Solution: 
The alternating group A4 is a subgroup of order 12 in 8 4, Then [84 : A4] = 2 and A4 <l 84 

by Problem 4.69, page 116. We have seen in Problem 5.1, page 131, that A4 has no subgroup of order 
6. Now A4 is a group with a unique Sylow 2-subgroup F of order 4 and F ~ K 4 , the four group 
(see Problem 5.38(ii), page 156, and Section 5.3d, page 153). Since F is a unique Sylow 2-subgroup, 
F <l A4 and [A4: F] = 3. F, being a four group, has a normal subgroup K of order 2. Accordingly, 
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{l} eKe F c A4 C S4 

is a subnormal series for S4. As [K: {l}] = 2, [F: K] = 2, [A4: F] = 3 and [S4: A4] = 2, S4 is a 
solvable group. 

b. Properties of, and alternative definition for, solvable groups 
An important property of solvable groups is given in 

Theorem 5.20: If G is a finite group and N <J G is such that N and GIN are solvable 
groups, then G is also solvable. 

Proof: Let {N} <: HI <: H2 <: ... <: Hk = GIN be a subnormal series for GIN with 
[Hi+l: Hi] = Pi, Pi a prime. By the correspondence theorem (Theorem 4.19, page 120, and 
Corollaries 4.20 and 4.21), there are subgroups Hi in G such that Hi <l Hi+l, HJN = iii and 
[Hi+ I: Hi] = [Hi+ 1: iii] = Pi (i = 0,1, ... , k - 1). Therefore 

(5.16) 

is a series of subgroups of G with Hi <l Hi+! and [Hi+l: Hi] = Pi. Now N is also a solvable 
group. Hence N has a series 

{1} = Ko <: KI <: Kz <: ... <: K! = N (5.17) 

where [Ki+l : Ki] is a prime number (i = 1,2, ... , l-1). Putting the series (5.16) and (5.17) 
together, we obtain 

{1} = Ko <: KI <: ... <: K! <: HI <: H2 <: ... <: Hk = G 

which is a solvable series for G. The proof is complete. 

Note. In contrast to Theorem 5.20, it is not always true that a group G has a property 
if both a normal subgroup N and GIN have the property; for example, the four group K4 
has a normal cyclic subgroup N of order 2 which is cyclic and K41N is cyclic, but K4 itself 
is not cyclic. 

Corollary 5.21: If G is a finite abelian group, G is solvable. 

Proof: We use induction on the order n of G. If JGJ = 2, the result holds trivially. 
Assume that any abelian group of order less then n is solvable. Suppose P J n for some 
prime p. Then by Proposition 5.9, page 137, G has an element of order p. Let a be such an 
element. If P =/= n, then Jgp(a)J < JGJ so that gp(a) is solvable by the induction assumption. 
Furthermore, since G is abelian, gp(a) is a normal subgroup of G and JGIgp(a)J < JGJ. 
Hence GIgp(a) is solvable by our induction assumption, and so, by Theorem 5.20, G is 
solvable. If p = n, then {1} <: G is a solvable series and G is therefore solvable in this 
case too. 

The following theorem leads to an alternative definition of solvability. 

'I'heorem 5.22: G is a solvable group if and only if G is finite and has a subnormal series 

{l} = Ko <: KI <: ... <: Kn = G (5.18) 

where Ki+t/Ki is abelian (i = 0,1, .. . ,n-1). 

Proof: Let G be a solvable group. Then G has a subnormal series with factors of 
prime order and hence cyclic. Since a cyclic group is abelian, the solvable series of G is a 
series of type (5.18). Conversely, assume G has a subnormal series (5.18) with K+t/Ki 
abelian. We prove that G is solvable by induction on n, the length of the subnormal series 
(5.18). If n = 1, then G is abelian since G =' Kt/Ko which is abelian by assumption. 
Hence by Corollary 5.21, G is solvable. Assume that any finite group which has a subnormal 
series of length less than n in which the factor groups of consecutive terms of the series are 
abelian, is solvable. Let G have subnormal series (5.18) of length n. Then K n - I has a 
subnormal series of length n - 1, namely 
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Ko C; K1 C; ... C; K n - 2 C; K n - 1 

with Ki+dKi abelian for i = 0,1, ... , n - 2. Hence by the induction assumption, Kn- 1 is 
solvable. But GIKn- 1 is abelian and hence solvable. Using Theorem 5.20, we conclude G 
is solvable. 

In the theory of infinite groups one usually defines a group G to be solvable if it has a 
subnormal series (5.18) with K+dKi an abelian group (i = 0,1, ... , n -1). By Theorem 5.22 
this is equivalent to our original definition for finite groups. Since this formulation of 
solvability is more general, we shall henceforth use it as our definition of solvability. 
Note that the infinite cyclic group is an example of a group that does not fit the old 
definition but does fit the new. 

Using this new definition we prove 

Theorem 5.23: Let G be a solvable group. Then (i) any subgroup of G is solvable and 
(ii) if N <J G then GIN is solvable. 

Proof: 

(i) Let {1} = Ho C; H1 C; ..• C; Hn = G be a subnormal series of G with Hi+dHi abelian 
for i = 0,1, ... , n - 1. We show that if K is a subgroup of G, 

{1} = (K n Ho) C; (K n H 1) C; ... C; (K n Hn) = K (5.19) 

is a subnormal series with KnHi+dKnHi abelian. First we notice that KnHi = 
(KnHi+1)nHi (i = 0,1, ... , n - 1) and that KnHn = K. Now Hi <J Hi+1, and 
K n Hi + 1 is a subgroup of Hi + 1. Applying the subgroup isomorphism theorem (Theorem 
4.23, page 125) inside the group Hi+1 with subgroup KnHi+1 and normal subgroup 
Hi, we obtain 

and 

Since (KnHi+1)nHi = KnHi, it follows that KnHi <J KnHi+1 and 

(K n Hi+1)/(K n Hi) "" ((K n Hi+1)Hi)IHi 

But (K n Hi+ l)Hi C; Hi +1, so that we have 

(K n Hi+1)Hi Hi+1 
Hi C; Hi 

Now Hi+dHi is abelian by assumption and hence so is (KnHi+1)H;/Hi• Therefore (5.19) 

is a subnormal series for K with abelian factors K n Hi + 1 and consequently K is 
solvable. K n Hi 

(ii) Let G have subnormal series 

{1} = Ho C; H1 C; H2 C; •.. C; Hn = G 

where Hi+dHi is abelian. Now N <J G. Consider the natural homomorphism 

v: G ~ GIN 

Any subgroup of G is mapped by v onto a subgroup of GIN. In particular let Hi = Hiv. 
We assert Hi <J i!;n But this follows from Problem 4.82, page 122 (with 0 = VIHi+1 

and H i + 1 = G). 

Next we assert that Hi+dHi is abelian. Let x = Xv, ii = yv (x,y E H i +1) be two 
elements of Hi+1. Then since Hi+dHi is abelian, xy = yxd where dE Hi. Thus 

(xy)v = (xv)(yv) = (yv)(xv)(dv) 
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But dv E iii. Consequently 

Xiiiyiii = Xyiii = (xy) Viii 

Therefore iii+diii is abelian. Thus 

(yv )(xv )dviii (YV)(XV)Hi 

{N} = iio <J iil <J ... <J iin = GIN 

is a subnormal series of GIN with abelian factors, and so GIN is solvable. 

[CHAP. 5 

Now that we have a definition of solvable group that applies to infinite groups, we will 
extend Theorem 5.20 to infinite groups. 

Theorem 5.24: If N <J G and GIN and N are solvable groups, then so is G. 

Proof: Let {N} = Ho C iil C H2 C ... C iik = GIN be a subnormal series for GIN in 
which Hi+ d Hi is abelian, i = 0, ... , k - 1. 

By Corollary 4.21, page 121, there are subgroups Hi in G such that Hi <J Hi +l 
and H.!/N ==- iii (i = 0, ... , k). By the factor of a factor theorem (Theorem 4.22, page 
121), Hi+dHi = (Hi+dN)/(HdN) 2" Hi+dHi• Hence the factors Hi+dHi are abelian. Also, 
N has a series 

{1} = Ko C Kl C K2 C ... C KI = N 

with Ki+dKi abelian for i= 0,1, .. . ,l-1. Therefore 

{1} = Ko C Kl C '" C KI = N = Ho C Hl C ... C Hk G 

is a subnormal series whose factors are abelian. Thus G is solvable. 

Problems 
5.46. Show that all groups G of order p2, pq or p2q, where p and q are distinct primes, are solvable. 

(Hard.) 

Solution: 

If IGI = p2, then G is abelian (Problem 5.19, page 140) ann. G is solvable. 

If jGI = pq then from Problem 5.8, page 133, if p < q, G has one and only one subgroup H 
of order q. By Problem 5.7, page 133, H <J G. Now IG/HI = p, hence G/H is abelian. As H is of 
order q, it is abelian. Tberefore we have the subnormal series 

{I} c; H c; G 

with abelian factors and so G is solvable. 

If IGI = p2q then 8p = 1 + kp divides p2q, and so the prime factors of 1 + kp must be p or q. 
Clearly p does not divide 1 + kp. Therefore 1 + kp = 1 or q. If 1 + kp = 1, then the Sylow p-sub­
group H is normal in G (Problem 5.7). As H is of order p2, H is abelian (Problem 5.19). Thus we 
have a subnormal series 

{I} c; H c; G 

with G/H abelian (IG/HI = q) and H/{I} abelian. Hence G is solvable. 

Suppose, however, that 1 + kp = q; then q > p. Let K be a Sylow q-subgroup of G. The num­
ber of such Sylow q-subgroups is 1 + lq. Again 1 + lq is not divisible by q, and so 1 + lq = 1, p or p2. 
But as q > p, the only possibilities are 1 + lq = 1 or p2. 

Case (i): 1 + lq = 1. In this case there is only one Sylow q-subgroup K and (by Problem 5.7) 
K <J G. IKI = q and IG/KI = p2. Hence K is abelian and G/K is abelian (Problem 5.19), and it 
follows that G is solvable. 

Case (ii): 1 + lq = p2. We will show that this case does not arise by showing that G would 
contain too many elements. We have assumed that G has q Sylow p-subgroups (of order p2) and 
p2 Sylow q-subgroups (of order q). Any two distinct subgroups of order q intersect in the identity, 
so there are p2(q - 1) = p2q - p2 distinct elements of order q in G. Also, G has at least 2 Sylow 
p-subgroups and hence there are at least p2 distinct elements in G of order p or p2. In the above 
calculations we have not counted the identity, so in all G has at least p2q - p2 + p2 + 1 = p2q + 1 
elements, which is absurd, and we conclude that case (ii) does not arise. 
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5.47. Show that every nilpotent group is solvable. 

Solution: 

Consider the upper central series 

{l} = Zo k Zl k Z2 k ... k Zn = G 

of G, a given nilpotent group. Zi+ 1 is defined by the fact that Zi+ llZi is the center of GIZi and 
of course this implies Zi + llZi is abelian. Hence G is solvable. 

5.48. Prove that the converse of Problem 5.47 is false, i.e. not all solvable groups are nilpotent. 

Solution: 
The symmetric group 8 3 is solvable (Problem 5.44). A check of the multiplication table for 8 3 

on page 57 shows that the center of 8 3 is just the identity {t}. But this implies that the upper 
central series for G never ascends to G. Thus 8 3 is not nilpotent. 

5.49. Let G be any group and let G(i) be defined for all positive integers i by GO) = G', the derived 
group of G, and G(i+ 1) = (G(i))'. Prove that G is solvable if and only if G(n) = {l} for some 
integer n. 

Solution: 
Let G(n) = {l}. Then 

{l} = G(n) k ... k GO) k G 

is a subnormal series for G and G(i) IG(i+ 1) is abelian. Hence G is solvable. 

Now let G be solvable. Then there exists a subnormal series 

{l} = Hr k ... k Ho = G 
with H/Hi+l abelian. 

By Problem 4.68, page 116, HJHi+ 1 abelian implies H i+ l:! H;. We prove, by induction on i, 
that Hi:!GW, i=1,2, ... ,r. For i=l this is true since Hl:!H~=G'=GO). Suppose our 
assertion is true for i=n, i.e. Hn:!G(n). Then H~:!(G(n»)'=G(n+1). But Hn+l:!H~, so 
H n+l :!G(n+1). Therefore Hi:!GW for all i. In particular then, {l} = Hr:!G(r). Accordingly, 
G(r) = {l} and the result follows. 

5.5 COMPOSITION SERIES AND SIMPLE GROUPS 

a. The Jordan-Holder Theorem 

In Section 5.4a we introduced the idea of a composition series for a finite group G. 
We recall that a series of subgroups of G 

{I} = Go ~ Gl ~ ... ~ Gk = G (5.20) 

is a composition series for G if Gi <J Gi+ 1 for i = 0,1, ... , k - 1 and Gi + dG i is simple, i.e. 
has precisely two different normal subgroups. This latter statement carries with it the 
implication that Gi 0/= Gi + 1 for i = 0, ... , k -l. 

We observe first that every finite group G has a composition series. The easiest way to 
see this is by induction on the order, IGI, of G. If IGI = 1, then G has precisely one 
composition series: 

{I} = Go = G 

Suppose then that IGI 0/= 1 and that every group of order less than IGI has a composition 
series. Now if G is simple, then 

{I} = Go ~ Gl = G 

is the only composition series for G. If G is not simple, let N be a normal subgroup of G, 
N 0/= {I}, N 0/= G. We may suppose that N is the largest normal subgroup of G, that is, if 
M <J G and M 0/= G, then IMI ~ INI. By induction, N has a composition series 

{I} = No ~ Nl ~ ... ~ Nz = N 
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We claim that 
{I} = No C Nt C ... C Nl C G 

is a composition series for G and note that to prove this we need only show that GINl is 
simple. But if GINl is not simple, it has a non-trivial normal subgroup. By the corollary 
to the correspondence theorem this subgroup is of the form KINl where K is a normal 
subgroup of G. But as K:::J N l, this means that IKI > INri which contradicts the choice 
of N l • Therefore every finite group has a composition series. 

This proof does not suggest that if a group has two composition series then they are 
related. Surprisingly they are. In order to explain this relationship we associate with the 
composition series (5.20) two notions. First we term k the length of the series. Second 
we call the factor groups Gi+t!G; the composition factors of the series (5.20). The relation­
ship between composition series is given by 

Theorem 5.25 (Jordan-Holder): Every finite group G has at least one composition series. 
The lengths of all composition series for G are equal. 
Finally if 

{I} G 

and {I} Ho C G 

are a pair of composition series for G, then their respec­
tive composition factors can be paired off in such a way 
that paired factors are isomorphic. 

We have already proved the first statement of Theorem 5.25. Before illustrating 
Theorem 5.25 we restate its last assertion as follows: There is a permutation 7r of {I, ... , k} 
such that 

for i = 0, ... , k - 1. 

Example 1: Suppose that 8 3 is the symmetric group on {I, 2, 3}. Then the series 

{I} {(I 2 3) (1 2 3) (1 2 3)} C 1 ,2 3 ' 2 3 1 ' 3 1 2 
is a composition series for 8 3, Notice that the composition factors are of orders 
3 and 2. This is actually the only composition series for 8 3, since 

{(I 2 3) (1 2 3) (1 2 3)} 123' 231' 312 
is the only normal subgroup of 8 3 which is neither 8 3 nor the identity subgroup. 

Problem 
5.50. Let n be a positive integer. What relevance does the Jordan-Holder theorem have to the factoriza-· 

tion of n into a product of primes? (Hint: Let G be the additive group of integers modulo n 
(n> 1).) 

Solution: 

Let 

be a composition series for G. Each composition factor Gi+ t/Gi (i = 0, ... , l- 1) is simple. As 
Gl is abelian, each factor Gi + tfGi is abelian. Hence if Gi + t/Gi has any proper subgroup, it would 
not be simple. So Gi + t/Gi has no proper subgroups. In particular it has no cyclic proper subgroups, 
so it must be cyclic of order a prime. The number l is therefore the total number of primes (allowing 
for repetitions) dividing n. By Theorem 5.25, l is uniquely determined. So, as we well know, the 
total number of prime divisors of n is a constant. Moreover, the uniqueness of the composition 
factors (asserted in Theorem 5.25) simply means that these prime divisors themselves are unique. 
Putting these two facts together gives the well-known fact that every integer n > 1 can be written 
uniquely as a product of primes, if the order in which it is written is disregarded. 
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Example 2: Let Sn be the symmetric group on n letters, n "" 5. Then 

{I} C An <;:; Sn 

is a composition series for Sn- For we shall show that An is simple (in Section 5.5e, 
Theorem 5.34). But An <J Sn and Snl An is cyclic of order two. Hence this series 
is indeed a composition series. 

b. Proof of Jordan-Holder theorem 

Suppose G is a finite group and suppose 

and 

1 

1 

Go C; G1 C; 

Ho C; Hl C; 

(5.21) 

(5.22) 

are two composition series for G. We have to prove that k = l and that the composition 
factors Gi+dGi of (5.21) can be paired off with the composition factors Hi+dHi of (5.22) so 
that paired composition factors are isomorphic. 

The proof is by induction on the order [G[ of G. If [G[ = 1, then both assertions are 
clear. Thus we assume that [G[ > 1 and that the theorem holds for all groups of order less 
than [G[. It is useful to observe that if k = 1, then G is simple. Hence l = 1 also, and 
again the desired conclusion holds. So we assume, in addition to [G[ > 1, that k> 1 (and 
hence l> 1). 

There are two cases to consider: Gk- 1 = Ht- 1 and Gk-l =1= H t- 1• 

Case 1: Gk - 1 = H t - 1• 

It is then clear that 

and 

1 = Go C; ..• C; Gk - 1 

1 = Ho C; •.• C; H t - 1 = Gk - 1 

(5.23) 

(5.24) 

are composition series for Gk - 1• But [Gk - 1 [ < [G[. Hence by our induction assumption, 
the composition series (5.23) and (5.24) have the same length, i.e. k -1 = l-1, and so 
k = l. Furthermore the composition factors of (5.23) can be paired with the composition 
factors of (5.24) so that paired factors are isomorphic. But the composition factors of 
(5.21) are those of (5.23) together with G/Gk-l. Similarly the composition factors of (5.22) 
are those of (5.24) together with G/Gk - 1• Thus it is clear then that the composition factors 
of (5.21) can be paired off with the composition factors of (5.22) so that paired factors are 
isomorphic. This concludes the proof of Case 1. 

Case 2: Gk - 1 =1= H t- 1• 

Our method of proof is to produce a composition series, (5.26), which has isomorphic 
composition factors to those of (5.21) (by Case 1) and a composition series, (5.27), which has 
isomorphic composition factors to those of (5.22) (by CMe 1). We will then show that 
(5.26) and (5.27) have isomorphic factors and this will be sufficient to prove the result. 

First we will show that Gk-1Ht - 1 = G. Observe that both Gk - 1 and H t - 1 are normal 
subgroups of G, and so Gk-1H1- 1 is also a normal subgroup of G. Obviously Gk- 1HI- 1 con­
tains Gk- 1 properly, so Gk- 1HI-tlGk-l is a non-trivial normal subgroup of G/Gk-l by the 
correspondence theorem. But G/Gk-l is simple, so Gk-1HI-dGk-l = G/Gk- 1. This means 
that 

We now put F = Gk -lnH1- 1 and note that F <J G. Let 

{1} = Fo C; •.• C; Fm = F 

be a composition series for F. Then we claim that 

(5.25) 
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and 

{I} 

{I} 
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Fo C 

Fo C 
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(5.26) 

(5.27) 

are both composition series for G. The only facts that need be verified are that Gk-dF m and 
Hz-dFm are simple. Now Fm = Gk-inHz- i and by (5.25), G = Gk-iHz- i. Therefore by 
the subgroup isomorphism theorem (Theorem 4.23, page 125), 

GIGk-i Gk-iHz-dGk- i """ Hz-d(HI-inGk- i) Hz-dFm (5.28) 
and similarly 

GIHz- i (5.29) 

Since both GIGk-i and GIHz- i are simple, it follows that HI-dFm and Gk-dF", are also both 
simple. 

Let us compare the composition series (5.21) and (5.26). By Case 1 it follows that they 
have the same length and their composition factors can be paired off so that paired factors 
are isomorphic. Similarly for the composition series (5.22) and (5.27). Let us now compare 
the composition series (5.26) and (5.27). They obviously have the same length, m + 2. Thus 
the series (5.21) and (5.22) have the same length. What are the composition factors of the 
series (5.26) and (5.27)? The composition factors of (5.26) are 

FdFo, ... , FmIFm-i, Gk-dFm, GIGk-i 
while those of (5.27) are 

FdFo, .. -, 

Now by (5.28), Hz-dFm ~ GIGk- i; and by (5.29), Gk-dFm ~ GIHI- i. Thus the composition 
factors of (5.26) and (5.27) can be paired off so that paired factors are isomorphic. It fol­
lows that the composition factors of (5.21) and (5.22) can be paired off so that paired factors 
are isomorphic, since the factors of (5.21) can be so paired off with those of (5.26) and the 
factors of (5.22) can similarly be paired off with those of (5.27). This completes the proof 
of the Jordan-HOlder theorem. 

From the Jordan-HOlder theorem we know that the length of a composition series and 
its factors are uniquely determined for the group. This suggests the following scheme for 
studying groups which have a composition series. First, find the structure of all groups 
with composition series of length 1. These are all the simple groups. Assuming now that 
we know all about groups with a composition series of length n, let G be a group with com­
position series of length n + 1. Let 

{I} = Go C G i C ... C Gn C Gn + i = G 

be a composition series for G. If F is a group with a normal subgroup N and FIN ~ H, 
we say that F is an extension of N by H. In this language then, G is an extension of a 
group with a composition series of length n, viz. Gn, by a simple group. Hence what we 
must know is how the structure of a group which is an extension of one group by another 
is determined. 

In the next few sections we shall prove that if n > 5, An is simple. The groups An are 
not all the simple groups and indeed there is no classification of simple groups as yet. 
This is one of the basic problems of finite group theory. 

The question of how a group G is built from Hand K if G is an extension of H by K, is 
considered in Chapter 7. Here too our knowledge is far from complete. 

Problem 

5.51. If two groups have the same composition factors, are they isomorphic? 

Solution: 
No. There is a cyclic group G of order 6 and a non-abelian group H of order 6. They have the 

same composition factors, but they are not isomorphic. 
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c. Cycles and products of cycles 

We begin with an example of a new notation. Let us consider 8 6• 

defined by 

(
1 2 3 4 5 6

3
) 

1 2 5 6 4 
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Let () E 8 6 be 

Note that the effect of () is to take 3 --'> 5, 5 --'> 4, 4 --'> 6 and 6 --'> 3, and to leave the elements 
1,2 unaltered. () is called a cycle. We denote it by (3,5,4,6). 

More generally, consider 8 n • If al, ... , am are distinct integers in {1,2, ... , n}, 
(ai, a2, ... , am) stands for the permutation that maps. each integer in {1,2, ... , n} -
{ai, ... , am} to itself, and maps 

We call such a permutation a cycle of length m. As a convention take a cycle of length 1 to 
denote the identity element. A cycle of length 2 is called a transposition. 

The inverse of the cycle a = (ai, ... , am) is the cycle {3 = (am, am-I, .•• , a2, al), since 

aJa(3) = (a ia){3 = a i + l {3 = ai if i =1= m 

while 

If j E {1,2, .. . ,n} - {al, ... ,am }, 

j(a{3) = (ja){3 = j{3 = j 

Hence a{3 = L. Similarly (3a = t. 
It is clear that not every permutation is a cycle. Nor is the product of two cycles 

necessarily a cycle; for example, in 84, (1,2)(3,4) = (~ i : :) which is not a cycle. 

An obvious question is: can we express every element of 8n as a product of cycles? The 
following theorem answers this question. 

Theorem 5.26: Every element of 8 n can be written as the product of disjoint cycles. 
(Cycles (ai, ... , am) and (b l , ••• , bk ) are disjoint if the ai and bi are distinct, 
i.e. if {al, ... , am} n {bl, ... , bk } = \Z>.) 

Proof: Let 7T E 8 n• We say that i E {1, ... , n} is fixed by 7T if i7T = i, and we say it is 
moved if i7T =1= i. 

We shall argue by induction on the number of integers moved by the permutation 7T. 
If 7T moves none of the integers {1,2, ... , n}, then 7T is the identity permutation. But then 
7T = (1), as the 1-cycles are all the identity permutation. 

Hence we have a basis for induction. So let 7T =1= L and suppose that every element of 
8n which moves fewer integers than 7T, can be written as the product of disjoint cycles. 
Now suppose a l E {1, .. . ,n} and that a l7T =1= al' Let us define a2,a3 , ••• by a2 = a l 7T, 

a3 = a27T, ••• , as = as_ I 7T, •••• Let m be the first integer such that am7T = ai for some 
integer i with 1 ~ i < m. (As the images of 7T belong to {1,2, ... , n}, the terms of the 
sequence ai' a2, ••• cannot all be different.) We shall prove, using the minimality of m, 
that i = 1. Suppose to the contrary that i =1= 1. Then ai = ai_l 7T and am7T = ai = ai _ I 7T. 

As 7T is a one-to-one mapping, ai-I = am' But this contradicts the choice of the integer m. 
Hence i = 1 and am7T = al' We consider now the cycle (at' ... , am) and note that m> 1. 
Let 

- ( )-1 T - al, ... , am 7T 
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T is a permutation that leaves al , ... , a fixed, since a.(al , ... , a )-17r = a. l7r = a. for 
m t m 1.- t 

i'# 1, while a/al, ... , am )-l7r = am7r = al . Also if j E {1,2, ... , n}, then jT oF j implies 
j7r '# j; for if j E {al , ... ,am }, jT = j. Hence j ~ {a p ••• ,am} and so jT = j(al , .. . ,a

m
)-I7r = 

j7r '# j. It follows that T moves fewer integers than 7r. Therefore inductively T can be written 
as the product of disjoint cycles, say 

Now if Tj involves an ai' ai = aiT = a/T IT2 ... TZ) = aiTj" Hence Tj = (ai) = L. Let 

Til' Ti2, . .. ,Tik (il <i2 <··· <ik) 

be those T j which do not involve any of the integers all ... , am. Clearly 

If T = L, 7r = (a l , ••• , am) and we have proved that 7r is actually a cycle. Otherwise 
7r = (ai' ... , amhl ... Tik and 7r has been expressed as the product of disjoint cycles. Hence 
the result. 

Corollary 5.27: If 7r E Sn and ai' a2, ... , am are chosen as in the proof of the theorem 
(i.e. a2 = al 7r, ••• , and am7r = al and ai' ... , am distinct), then 

7r = (al , ... , am)T 

where aT = a7r if a ~ {a l , ... ,am}, while ajT = aj for j = 1, .. . ,m. 

Proof: This is precisely what we showed in the proof of Theorem 5.26. 

This corollary provides us with a method of computing the decomposition of an element 
7r E Sn into the product of disjoint cycles. For example, let us write 

(
1 2 3 
342 

4 
1 

5 6 7 8 9 10 11 12) 
8 7 9 11 12 10 5 6 

as the product of disjoint cycles. Since h oF 1, we may take 1 for al. Then al = 1, a2 = 3, 
aa = 2, a4 = 4, as = 1. So m = 4. Hence by the corollary, 

(
1 2 3 4 5 6 7 8 9 10 11 12) 

7r (1,3,2,4) 1 2 3 4 8 7 9 11 12 10 5 6 

Here the second factor T on the right is obtained from 7r by letting it leave 1,2, 3, 4 unchanged, 
and letting it act as 7r does on the remaining integers. Applying the same technique to T, 

we find T = (5,8,11)(6,7,9,12). Hence 

7r = (1,3,2,4)(5,8,11)(6,7,9,12) 

In practice it is not necessary to use the corollary rigorously. We need only find the disjoint 
cycles by choosing al such that a l 7r oF ai' and then taking the cycle (al , ... , am) where 
a;+l = ai7r, am7r = ai' and the al' ... ,am are distinct. Then we choose b1 E {1,2, .. . ,n} -
{al, ... ,am } where bl7roFbl' and find the cycle (bl, ... ,bk) with bi+l=bi7r, bk7r=b l and 
b

l
, ••• , b

k 
distinct, and so on. 

Not only is every element of Sn a product of cycles, but each element can also be ex­
pressed as the product of transpositions, as can be seen from the following proposition. 

Proposition 5.28: Every cycle is a product of transpositions. 

Proof: We assert 
(al,a2, ... ,ak) = (ai, a2)(al, a3) ... (al,ak) 

For if a is an integer not in {ai, ... , ak}, both the left-hand side and the right-hand side leave 
it unchanged. 
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If i =1= k, then ai(a1, ... , ak) = ai+ 1 while 

ai(a1,a2)(al,aa) ... (a1,ak) ai(a1,ai)(a1,ai+l) ... (a1,ak) 

If i = k, then ak(al, ... , ak) = a1 while 

ak(a1, a2) ... (ai, ak) = ak(a1, ak) = a1 

Thus the effect of the left-hand side and the right-hand side is the same, and so the permuta­
tions are equal. 

Problems 
5.52. In 8 6 compute a = (1,2,3,4)(2,5) and f1 = (1,2,3,4)-1(2,5). 

Solution: 

1a = (1(1,2,3,4))(2,5) = 2(2,5) = 5. 

ia = i + 1 if i = 2,3; 4a = 1; 5a = 2; 6a = 6. Hence a = (~ 
(1,2,3,4)-1 = (4,3,2,1). Then f1 = (4,3,2,1)(2,5). 

2 345 

3 4 1 2 !) . 

(4
1 2 3 4 5 6) 

1f1 = 4, 2f1 = 1, 3f1 = 5, 4f1 = 3, 5f1 = 2, 6f1 = 6. Hence f1 = 1 5 3 2 6 . 

5.53. Express a and f1 of Problem 5.52 as products of disjoint cycles. 

5.54. 

Solution: 

We note that 1a = 5, 5a = 2, 2a = 3, 3a = 4, 4a = 1. Hence a = (1,5,2,3,4). 

Since 1f1 = 4, 4f1 = 3, 3f1 = 5 and 5f1 = 2, 2f1 = 1, f1 ~ (1,4,3,5,2). 

Write a = G 
Solution: 

2 

4 

3 4 5 6 7 8 9 10 11 12 13 14) 
6 8 10 12 14 1 3 5 7 9 11 13 as the product of disjoint cycles. 

1a = 2, 2a = 4, 4a = 8, 8a = 1. 3a = 6, 6a = 12, 12a = 9, 9a = 3. 5a = 10, lOa = 5. 7a = 14, 
14a = 13, 13a = 11, 11a = 7. Hence 

a = (1,2,4,8)(3,6,12,9)(5,10)(7,14,13,11) 

5.55. If a, f1 E 8 n are such that ill' =1= i implies both (ia)f1 = ill' and if1 = i, and if1 =1= i implies 
(if1)a = if1, then a and f1 commute. Hence prove that disjoint cycles commute. 

Solution: 

Let i E {1,2, ... , n}. If ia =1= i, then i(af1) = (ia)f1 = ia while i(f1a) = (if1)a = ia. If ia = i, 
then iaf1 = if1 while 

(if1)a if1 if if1 =1= i 
= ill' if if1 = i 

Hence af1 = f1a. Now if a and f1 are disjoint cycles, then ia =1= i implies a moves i and ia and hence 
f1 does not move either i or ia, and so if1 = i and (ia)f1 = U;. Similarly if if1 =1= i, f1 moves i and 
if1, and so (if1)a = if1. Thus a and f1 commute. 

5.56. Express a of Problem 5.54 as the product of transpositions. Is the expression of an element of 8n 
as a product of transpositions unique? 

Solution: a = (1,2,4,8)(3,6,12,9)(5,10)(7,14,13,11) 

= (1,2)(1,4)(1,8)(3,6)(3,12)(3,9)(5,10)(7,14)(7,13)(7,11) 

As (1,2)(1,2) =!, if a = a1a2 ... am is the expression of a as a product of transpositions, 
then a = (a1a2 ... an)(l, 2)(1, 2) is another expression of a as a product of transpositions. Thus 
the expression as a product of transpositions is not unique. 
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Find the order of the cycle (av ... , am)' (Hard.) 

Solution: 

If we write av ... , am in a circle, as shown on the right, it is clear that 
a == (av ... , am) moves each ai one place clockwise, a 2 moves each ai two places 
further, and in general a i moves each ai j-places further. Hence am moves each 
ai m-places further, i.e. am moves each ai back to itself. To put this more 
formally, define am+l == ai' a m +2 == a2, ... , a m +m == am' We will prove by 
induction on, j that for 0 "" j "" m, a i maps ai to ai + i' i == 1,2, ... , m. For 

[CHAP. 5 

O
u", al a2 

• • 
• • 

• • 
• a.; • 

j == 0, ai == t and the result is true. If the result is true for j == r, consider j == r + 1 "" m. Then 
aiar+l == (aiar)a == ai+r"" If i+1' < m, ai+r'" == ai+r+l by the action of a. If i+r == m, ama == 
al == am+l == ai+r+l' If i+r> m, then ai+r == ai+r-m and i+r-m < m (as 1"" i "" m and 
r < m). Hence ai+ra == ai+r-ma == ai+r-m+l == ai+r+l' 

In particular, am == t. On the other hand, alas == al+ s # al for 1"" 8 < m. Therefore m is 
the smallest powE.!r of a that yields the identity. Accordingly m is the order of a. 

d. Transpositions, and even and odd permutations 
In this section we will produce another way of deciding whether a permutation is even 

or odd. (See the definition in Section 3.3b, page 60.) By Proposition 5.28 and Theorem 
5.26 every permutation is the product of transpositions. However, this decomposition is 
not unique (Problem 5.56). What we shall show is that a permutation 7r is a product of an 
even number of transpositions if 7r is even, and the product of an odd number of trans­
positions if 7r is odd. 

Our first task is to show that any transposition is odd. We have already noted that 
(1,2) is odd (Section 3.3d, page 64). We will use the following lemma. 

Lemma 5.29: Let () E Sn and let (ai, ... , am) be a cycle. Then 

(}-l(al, .. . ,am )(} = (al(}, ... ,am (}) 

Proof; Let x E {I, 2, ... , n}. If x = a;(} for some a;, 

aj(}(}-l (ai, ... , am )(} 

ai(al, ... , am)(} 

ai+l(} if i =F m 

al(} if i = m 

If x =F ai(} for some ai, x(} -1 fl {ai, ... , am}. Then 

X(}-l (ai, ... , am )(} = (X(}-l)(} x 

Thus (}-l(al, ... , am)(} = (al(), ••• , am(}). 

Theorem 5.30: All transpositions are odd. If () is an even permutation and is written as 
the product of transpositions, the number of transpositions is even. If () 
is odd and is written as the product of transpositions, the number of trans­
positions is odd. 

Proof; Let (a, b) be any transposition. We know that (1,2) is odd. Let () be any per­
mutation such that 1(} = a, 2(} = b. Then, by Lemma 5.29, 

(a,b) = (}-1(1,2)(} 

If () is even, (}-l is even, (}-1(1,2) is odd, and so (}-1(1,2)(} is odd (Lemma 3.2, page 62). If 
8 is odd, (}-l is odd, 8-1(1,2) is even, and hence (}-1(1,2)(} is odd (again by Lemma 3.2). 
Therefore (a, b) is odd. 

Now let () be a permutation and let 8 = a
l 

••• am be the product of transpositions. 
Then by Lemma 3.2, 8 is even if and only if m is even, while () is odd if and only if m is odd. 
This proves the theorem. 
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Problems 
5.58. Determine whether a and f3 of Problem 5.52 are odd or even, using Theorem 5.30. 

Solution: 
a = (1,5,2,3,4) = (1,5)(1,2)(1,3)(1,4). Since a is expressed as the product of an even number 

of transpositions, a is even. 

f3 = (1,4,3,5,2) = (1,4)(1,3)(1,5)(1,2), and so f3 is even. 

5.59. Determine whether a of Problem 5.54 is even by using Theorem 5.30. 

Solution: 
a = (1,2,4,8)(3,6,12,9)(5,10)(7,14,13,11) 

{(I, 2)(1, 4)(1, 8)}{(3, 6)(3, 12)(3, 9)}{(5, 10)}{(7, 14)(7, 13)(7, 11)} 

Thus a is even. 

5.60. Determine whether (ai' ... , am) is even or odd. 

Solution: 
(ai' ... ,~) = (ai' a2)(aV a3) ... (ai' am), so (av ... , am) is the product of m - 1 transpositions. 

Thus (ai' ... , am) is even or odd according as m is odd or even. 

5.61. Let (al"'" ~), (bl, ... , bm ) be two cycles of 8 n• Prove that there exists 9 E 8 n such that 
9- I (av ... ,am )9 = (b l , ... ,bm )· 

Solution: 
Let 9 be defined by: 

(1) ai9 = bi for i = 1, .. . ,m; 

(2) if {CI"'" cn - m } = {1,2, ... , n} - {ai' ... , am} and if {dl , ... , dn - m } = {1,2, ... , n}-
{bl, .. . ,bm }, put ci9 = di for i = 1, .. . ,n-m. 

Then 9 E 8 n and by Lemma 5.29, 9- I (al"'" am )9 = (b l , ... , bm ). 

5.62. If G is a group, the set of all elements conjugate to x is called the conjugacy class containing x. 
Write down the conjugacy classes of 8 4 using cycle notation. (Hard.) 

Solution: 
The conjugacy class containing an element 9 is the set of all conjugates of 9. Our first task 

is to express each element of 8 4 as the product of disjoint cycles, and then to take all distinct con­
jugates of each element. We obtain the following classes: 

(i) {(I)}. (As (1) = I, there are no other conjugates of (1). 

(ii) What conjugates of (1,2) are there? We know that rl(I,2)9 = (19,29). As 9 runs through 
8 n , 19,29 run through all distinct pairs (a, b). As (a, b) = (b, a), the conjugacy class con­
taining (1,2) is 

{(1,2), (1,3), (1,4), (2,3), (2,4), (3,4)} 

(iii) What conjugates of (1,2,3) are there? As 9- 1(1,2,3)9 = (19,29,39), we will get all possible 
3-cycles. Hence the conjugacy class containing (1,2,3) is 

{(I, 2, 3), (1,2,4), (1,3,2), (1,3,4), (1,4,2), (1,4,3), (2,3,4), (2,4, 3)} 

(iv) What is the conjugacy class containing (1,2)(3,4)? 

r l (I,2)(3,4)9 = 9- 1 (1,2)99- 1 (3,4)9 = (19,29)(39,49) 

As 9 runs through 8 n, we will obtain the product of all pairs of disjoint cycles. We recall that 
disjoint cycles commute; for example, (1,2)(3,4) = (3,4)(1,2). Thus the distinct elements in 
the required conjugacy class are 

{(I, 2)(3, 4), (1,3)(2,4), (1,4)(2, 3)} 

(v) What is the conjugacy class containing (1,2,3, 4)? Again we see that we shall obtain all 
4-cycles. Hence the required conjugacy class will be 

{(I, 2, 3, 4), (1,2,4,3), (1,3,2,4), (1,3,4,2), (1,4,2,3), (1,4,3, 2)} 
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e. The simplicity of An, n ~ 5. 
In this section we aim to prove that An is simple for n ~ 5. What we must do is to show 

that if H <J An and H # {L}, then H = An. Although the proof involves much calculation, 
the ideas are easy. 

Lemma 5.31: Every element of An is the product of 3-cycles, n ~ 5. 

Proof: Every transposition (al, a2) = (e, al)(e, a2)(e, al) where e, al, a2 are distinct. Now 
every element of An is the product of an even number of transpositions, and therefore the 
product of products of pairs of transpositions. So it is enough to prove that a product of 
two transpositions is a product of 3-cycles. Consider (al' a2)(b l, b2). We may assume that 
the four integers al, a2, bl, b2 are distinct, for otherwise (al, az)(b l, b2) is either the identity 
or is itself a 3-cycle. As n ~ 5, there exists an integer e such that 1 """ e """ nand 
al, a2, bl, b2, e are all distinct. Hence 

(al, a2)(h b2) = (~, al)(e, a2)(e, al)(e, bl)(e, b2)(e, bl) 

= {( e, al)( e, az)}{ (e, al)( e, bl)} {( e, b2)( e, bl)} = (e, al, az)( e, al, bl)( e, b2, bl) 

Lemma 5.32: Let H <J An. If H contains a 3-cycle, then H = An. 

Proof; Let (a, b, c) E H. Then if x, y, z are distinct elements of {1,2, ... , n} and () is an 
element of Sn that sends a to x, b to y and c to z, we have (}-l(a, b, c)(} = (x, y, z) by Lemma 5.29, 
page 170. If () is even, (x, y, z) E H as H <J An. If () is odd, then there exists e, f distinct 
from a, b, c as n ~ 5. Therefore 'lr = (e, f)(} is even. 

'lr-l(a,b,c)'lr = (}-l(e,f)(a,b,c)(e,f)(} 

= (}-l (a, b, c)(} = (x, y, z) 

Hence by normality, (x, y, z) E H. Thus H contains all 3-cycles of S,,; and by Lemma 5.31, 
H=An. 

Lemma 5.33: Let H <J An. If H contains the product of two disjoint transpositions, then 
H=An. 

Proof; Let a = (a1, a2)(aa, a4) E H. Since n ~ 5, there exists e E {I, ... , n} distinct 
from a1, a2, aa, a4. Let () = (a1, a2, e); then () E An. 

(}-la() = (a2, e)(aa, a4) 

a-1(}-la(} = (al, a2)(aa, a4)(a2, e)(aa, a4) 

= (a1, a2)(a2, e) = (al, e, a2) 

Thus H contains a 3-cycle, and the result follows from Lemma 5.32. 

Theorem 5.34: An is simple for n ~ 5. 

Proof: Let H <J An' H # {L}. Then there exists a E H, a # L. Let a = a 1 ... ak where 
al' ... , a

k 
are disjoint cycles. We may suppose without loss of generality that a 1, ••• , ak 

are arranged so that the length of a
i 
~ length of a

i
+

1 
for i = 1, ... , k -1, as the a 1, ••• , ak 

commute by Problem 5.55, page 169. 
Case 1: 

Suppose a1 = (a1, ... , am) with m> 3. Let (J' = (a1, a2, aa)' Clearly (J' E An' Also (1 
commutes with a

2
, ••• , a

k
, as they move different integers. As (1-1 E An and H <J An' 

f3 = a-1(1-1a(J' E H. Note that 

and so f3 

(J'-la(J' = (a2, aa' al' a4, ... , am)az.· .. ak 

a;l ... a;-1(a2, aa' al' a4, ... , am )a2 ... ak 
a;-1(a2, aa' a 1, a4, ... , am) 
(am' am - 1, ... , a1)(a2, aa' a 1, a4, ... , am) 
(a

1
, a

2
, a4) 

Since f3 E H, the result follows from Lemma 5.32. 
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Case 2: 

Suppose m = 3, and a2 is also a 3-cycle. Let al = (at' a2, aa) and a2 = (a4, as' as). Let 
(] = (a2, aa' a4 ) E An. Then H contains 

Thus H contains 
a-la-I ... a-l(u-la u)(u-la u)a ... a 
12 k 1 2a k 

a~la;-1(u-lalu)(u-la2u) = a1la;-1(al, aa' a4)(a2, as' as) 

(aa' a2, al)(aS' as' a4)(al, aa' a4)(a2, as' as) = (ai' a4, a2, aa' as) 

and the result follows from Case 1. 

Case 3: 

Suppose m = 3 and a 2, ••• , a k are transpositions. Let al = (ai' a2, aa). Then 

a2 = (ai' a2, aa)ala2 ... ak(al, a2, aa)ala2 ... ak 

(ai' az' aa)2a~a~ ... a~ = (ai' a2, aa)2 = (ai' aa' a2) 

and the result follows from Lemma 5.32. 

Case 4: 

Suppose all the ai are of length 2. Then m is even, and a l = (at' az), a2 = (aa' a4). Put 
u = (a2, aa' a4). Then H contains 

u-1au = (ai' aa)(a4, aZ)aaa4 ... ak 

Thus H contains 

and the result follows by Lemma 5.33. 

Corollary 5.35: The symmetric group Sn is not solvable for n::=" 5. 

Proof: An <J Sn and {t} CAn C Sn is a composition series of Sn for n::=" 5 (Example 2, 
page 165). By the Jordan-Holder theorem this is, up to isomorphism, the only possible com­
position series. Now IAnl = n !/2, which is even for n::=" 4. Hence [An: {t}] is not a prime. 
But if any subnormal series of Sn with factors of prime order existed, it would be a com­
position series. Therefore Sn is not solvable. 

Problems • 
5.63. Prove that if G = An' n:;" 5, then the derived group G' of G is G. 

5.64. 

Solution: 
We know that G' <J G. Hence G' = G or else G' = {I} as G is simple by Theorem 5.34. 

If G' = {I}, G is abelian. But An is not abelian for n:;" 5; for example, 

G 2 3 4 5 6 :) (1,2,3)(3,4,5) 
4 1 5 3 6 

G 2 3 4 5 6 :) but (3,4,5)(1,2,3) 
3 4 5 1 6 

Therefore G'=G. 

If G = An and n:;" 5, prove that Z(G) = {I}. 

Solution: 

As Z(G) <J G, Z(G) = G or Z(G) = {I}. As Z(G) is abelian but G is not (see Problem 5.63), 
Z(G) # G. 
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~ 
5.65. Without using Theorem 5.34, prove that G' = G = An for n "" 5, where G = Sn-

Solution: 
We use Lemma 5.33. Let", = (2,3,4), u = (1,2,3). (3 = ",-l u -1",u = (1,4)(2,3) E G'. Hence 

as G' <J G, the result follows from Lemma 5.33. 

5.66. Are any of AI' A 2, A a, A4 simple? 

Solution: 
Both Al and A2 are of order 1, so they are not simple. Aa is of order 3, so Aa is cyclic of prime 

order and therefore simple since groups of prime order are simple. Finally A4 is of order 12. We 
have already seen that a group of order 12 is solvable. Indeed we saw in Problem 5.45 that its com­
position factors have orders 3,2,2 respectively. Hence A4 is not simple. 

5.67. Prove that Sn has no non-trivial element in its center for n "" 3. (Hard.) 

Solution: 
Let '" E Sn' '" "'" t. Let '" = "'1 ••. "'k be the decomposition of '" into disjoint non-identity cycles. 

Let "'1 = (aI' ... , am)' If m"" 3, let (3 = (aI, a2)' Then 01- 1(301 = (a101, a2(1) = (a2' aa) "'" (3. Hence 
01 ~ Z(Sn)' If m = 2, let (3 = (aI' a2, aa). Then 01- 1(301 = (a101, a2"', aa"') = (a2, av b) where b = aaOl 
and b is an integer different from a1 and a2' No matter what b is, 01- 1(301 "'" f3 since a2(3 = as but 
a201-1(301 = a1" Henc!! 01 ~ Z(Sn)' Thus no non-trivial element of Sn belongs to Z(Sn)' 

5.68. Prove that An' Sn and {t} are the only normal subgroups of Sn for n"" 5. (Hard.) 

Solution: 
Let H <J Sn- Then HnA n <l An. Hence AnnH = An or else AnnH = {t}, as An is simple 

by Theorem 5.34. If AnnH = An, then An C; H. If H"", An' as An is of index 2 in Sn' H = Sn. 

If AnnH = {t}, suppose H"", {t}. If (J E Hand (J "'" t, (J is odd. As (J2 is even, (J2 E HnAn 
and so (J2 = t. Let T E H, T"'" t. Then T is odd, and as (JT is even, T = (J-1 = (J. Hence H consists 
of only two elements, t and (J. As Sn has no center (Problem 5.67), there exists {L E Sn such that 
{L-1(J{L "'" (J. But {L-1(J{L E H, as H <l Sn; and since H = {t, (J}, this is impossible. This contradicts 
the assumption that H "'" {t}. 

5.69. Prove that S~ = An for n "" 5. 

Solution: 
As SnlAn is abelian (cyclic of order 2 in fact), An d S~ (Problem 4.68(iii), page 116). As Sn is 

not abelian, S:, "'" {t}. But S~ <l Sn. Hence S~ = An by Problem 5.68. Alternatively, S~ d A~ = An 
by Problem 5.63 or 5.65. 

A look back at Chapter 5. 
In this chapter, we proved the three Sylow theorems. The first gives the existence of 

Sylow p-subgroups; the second states that a subgroup of prime power order is a subset of 
one of the Sylow p-subgroups; and the third states that all the Sylow p-subgroups are 
conjugate. 

The proofs of the Sylow theorems used a standard technique of finite group theory: 
induction on the order of the group. It is also worth noting our counting arguments, e.g. 
in the proof of the class equation. 

Using the class equation we proved that a group of prime power order has a non-trivial 
center. Then we proved as a consequence that a group of order pr (where p is a prime) 
has a normal subgroup of order pr-1. By repeatedly taking the center of factor groups, we 
defined the upper central series of a group. A group is nilpotent if a term of the upper 
central series is the group itself. 

Next we gave a method of constructing a group from the cartesian product of two given 
A A 

groups Hand K. This group had isomorphic copies H, K of Hand K respectively which 
AA A A 

satisfied HK = G and HnK = {I}. Reversing this analysis we showed that if a group 
G had normal subgroups Hand K with HK = G and HnK = {I}, then G "'" H x K. Using 
this result and the Sylow theorems, we classified groups of orders 1, 2, ... , 15 up to 
isomorphism. 
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Then we defined solvable groups, so called because they led to a criterion for the solv­
ability of equations. We noted that our first definition involving a subnormal series with 
factors of prime order did not extend to infinite groups. So we chose a criterion involving 
subnormal series with abelian factors for our definition of solvability. We showed that sub­
groups and factor groups of solvable groups were solvable, and an extension of a solvable 
group by a solvable group was solvable. 

We next considered composition series (subnormal series with simple factors) and 
proved that every finite group has a composition series. In the Jordan-Holder theorem we 
showed that a composition series has a unique length and unique factors up to isomorphism. 

In our final section we proved that the groups An for n ~ 5 are simple. To do this we 
needed to express permutations as products of disjoint cycles. This led to a method of 
determining whether a permutation was even or odd. As a consequence of the fact that 
An is simple, we concluded that Sn is not solvable for n ~ 5. 

Supplementary Problems 

SYLOW THEOREMS 

5.70. Prove that the Syl6lw 17-subgroup is normal in a group of order 255 = 3' 5 '17. 

5.71. Prove that the Sylow 13-subgroup is normal in a group of order 2· 5 • 13. 

5.72. Let A = {O,l} be the set of integers modulo 2, B = {O, 1, ... , 64} be the set of integers modulo 65, 
and G be the set of all pairs (a, b), a E A and bE B. Define the mUltiplication 

(aI' bl )(a2' b2) = (al + a2, (-1)a2bl + b2) 

for (at> bl ), (a2' b2) E G. Prov.e that G is a group of order 2' 5· 13 with respect to this multiplication. 
Is a Sylow 2-subgroup normal? 

5.73. Verify the class equation (i.e. equation (5.2), page 135) for the group in Problem 5.72. 

5.74. Prove that the Sylow p-subgroup is always normal in a group of order 4p, where p is a prime '= 5. 
Is this true when p = 3? 

5.75. Prove that the normalizer of a Sylow p-subgroup coincides with its own normalizer. 

5.76. Let [G[ = nand [H[ = m where H is a subgroup of G. If Hng-1Hg = {1} for all g E G - H, 
then there are precisely nlm - 1 elements in G which are not in any conjugate of H. (Hint: 
Examine N G(H).) 

THEORY OF p-GROUPS 

5.77. Show that every subgroup of index p in a finite p-group is a normal subgroup. 

5.78. Let G be a finite p-group and H be a proper subgroup of G. Show that N G(H) # H. 

5.79. Prove that if G is nilpotent and GIG' is cyclic, then G' = {1}. (G' is the derived group of G). 

5.80. Use Problem 5.79 to show that elements of co-prime order commute in a nilpotent group. 

5.81. Find an example of a group G with a normal subgroup N such that GIN and N are nilpotent but 
G is not. 



176 FINITE GROUPS [CHAP. 5 

5.82. Let G(l) = G and G(i+l) = up({[u, xli u E G(i) and x E G}). The sequence of subgroups 
G(1) d G(2) d ... d G(i) d . .. is called the lower central series of G. Prove that a group G is 
nilpotent if and only if G(n) = {1} for some positive integer n. 

5.83. Find the lower central series for D 2n for positive integers n. (See Problem 5.82 for the definition of 
lower central series.) 

DIRECT PRODUCTS AND GROUPS OF LOW ORDER 

5.84. Prove that a finite niipotent group is isomorphic to a direct product of anyone of its Sylow p-sub­
groups and some other subgroup. 

5.85. Employ the results of Problem 5.70 to prove that a group of order 255 is isomorphic to a direct 
product of its Sylow 17-subgroup and another of its subgroups. Thereby show that a group of order 
255 is cyclic. 

5.86. Show that the direct product of two nilpotent groups is a nilpotent group. 

5.87. Let G 
to G? 

UP ( (_ ~ ~), G ~)). Show that IGI = 8. Which group of order 8 is isomorphic 

5.88. Show that Dn is isomorphic to G = UP ((~ ~), (~ f~l)) where f = e21Tiln . 

5.89. Suppose G is a finite group with all its Sylow p-subgroups normal. Show that G is nilpotent. 

SOLVABLE GROUPS 

5.90. Prove that a group of order pqr is solvable when p, q, r are primes and r> pq. 

5.91. Show that the direct product of two solvable groups is solvable. 

5.92. Prove that a group of order 4p, p a prime, is solvable. 

5.93. In Problem 5.49, page 163, we showed that a group G is solvable if and only if G(n) = {1} for some 
integer n. Use this fact to give alternate proofs of Theorems 5.23, page 161, and 5.24, page 162. 

5.94. Show that Dn is solvable for all positive integers n. 

COMPOSITION SERIES AND SIMPLE GROUPS 

5.95. Find the composition factors of a finite p-group. 

5.96. Show that there is no simple group of order prm, where p is a prime and m < p. 

5.97. Prove Sn is not solvable for n"" 5, without using the fact that An is simple. (Hint. Consider 
all 3-cycles of Sn.) 

5.98. Find a composition series for the quaternion group. 

5.99. Show that, except for groups of prime order, there are no simple groups of order < 60. (Hint. A 
difficult case occurs for order 36. See Problem 5.43, page 158.) 



Chapter 6 

Abelian Groups 

Preview of Chapter 6 

A group G with binary operation . is abelian if, for all g, h E G, g' h = h· g. 

It is customary to use "+" for the binary operation in abelian groups. We will begin 
this chapter with a preliminary section in which we restate some of our results and defini­
tions in additive notation. 

One of the concepts which we will reformulate additively and generalize is the concept 
of "direct product" considered in Chapter 5. In abelian groups it is customary to talk about 
"direct sum" instead of "direct product". We note that the direct sum of abelian groups is 
again abelian. 

We call direct sums of infinite cyclic groups free abelian groups. Direct sums satisfy 
an important homomorphism property which gives rise to the important fact that every 
abelian group is a homomorphic image of a free abelian group. 

We then consider classifying abelian groups according to the orders of their elements. 
An abelian group G which has every element of finite order can be expressed as a direct 
sum of p-groups, i.e. groups every element of which is of order a power of the prime p. 
An important p-group that we shall introduce here is the p-Priifer group. 

At this point we have three types of abelian groups: 

(a) the cyclic groups, (b) the additive group Q of rationals, (c) the p-Priifer groups. 

The rest of the chapter is devoted to showing that many abelian groups are direct sums 
of these groups. 

Recall that a group G is finitely generated if it contains a finite subset X with G = gp(X). 
We show that every finitely generated abelian group is a direct sum of cyclic groups. 
Furthermore we associate a set of integers to each finitely generated abelian group. This 
set of integers, which we call the type of the abelian group, completely classifies finitely 
generated abelian groups; in other words, two finitely generated abelian groups are 
isomorphic if and only if they have the same type. This theorem is of great importance 
in many branches of mathematics. 

The additive group of rationals Q has the property that if g E Q and n is any nonzero 
integer, then there exists f E Q such that nf = g. We express this by saying that Q is 
divisible. The p-Priifer groups are also divisible. Note that these are not the only divisible 
groups, e.g. the additive group of reals is also divisible. We obtain the pleasing result that 
if A is any divisible abelian group, then A is a direct sum of p-Priifer groups and groups 
isomorphic to the additive group of rationals. 

Note. Any reader who would like a briefer account of abelian groups may refer to Sec­
tions 6.la, 6.lc and 6.3. This will bring him quickly to the fundamental theorem of 
abelian groups, i.e. every finitely generated abelian group is the direct sum of cyclic groups. 

177 
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6.1 PRELIMIN ARIES 

Here we will practice expressing our ideas in additive notation. 

a. Additive notation and finite direct sums 

In this chapter aU groups will be abelian, and we will use additive notation throughout. 
In terms of additive notation an abelian group is a non-empty set G together with a binary 
operation + such that 

(i) (a + b) + c = a + (b + c) for all a, b, c E G. 

(ii) a + b = b + a 

(iii) There exists an identity element, denoted by 0, such that a + 0 = a for all a E G. The 
identity element 0 is often termed the zero of G. 

(iv) Corresponding to each a E G there exists an element b such that a + b = O. This b 
is unique and is denoted by -a. The element -a is often termed the negative of a. 

Standard abbreviations are as follows: 

(i) g + (-h) is written as g - h. 

(ii) If n is a positive integer we write ng for g + ... + g (n times). If n = 0 we write ng 
for O. If n < 0 we write ng for -g + ... + -g (-n times). 

If G is an abelian group and H is a subgroup, then automatically H <l G and we may 
talk of the factor group G/H. (Warning: Some authors write G - H for G/H.) Note that, 
in additive notation, a coset is simply a set of the form g + H. . Instead of talking of multi­
plication of cosets, we talk of addition of cosets. Thus the sum of two co sets gl + Hand 
g2 + H is, by definition, 

The following table is useful in "translating" multiplicative notation into additive nota­
tion. a and b are elements of a group G, and Hand K are subgroups of G. 

Multiplicative ab a- 1 1 aft ab- 1 HK aH 

Additive a+b -a 0 na a-b H+K a+H 

In Section 5.3a, page 146, we defined the internal direct product of two groups Hand 
K. Now, in additive terminology, we speak of a direct sum rather than a direct product. 
Instead of writing H ® K, we write H E9 K. If G = H E9 K, H is called a direct summand 
of G. Here we are interested in extending the concept of direct sum from two subgroups 
to a finite number of subgroups. 

Definition: An abelian group G is said to be the direct sum of its subgroups G1, ••• , Gn if 
each g E G can be expressed uniquely in the form 

g = gl + ... + gn 

where gi E Gi, i = 1, ... , n. In this case, we write G = G1 E9 ... E9 Gn or 
n 

G= ~Gi. 
i=l 

If n = 2 we obtain the same definition of internal direct product that we gave in 
Chapter 5. (The condition (i) of Proposition 5.19, page 146, falls away, as all groups 
studied here are abelian.) 
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If G = G1 EB ... EB Gn , then Gin Gj = {O} for i # j. For otherwise if x E Gin Gj and 
x # 0, then 

x = g1 + ... + gn 

with g1 = ... = gi-1 = gi+1 = ... = gn = ° and gi = x, and also with g1 = ... = gj-1 = 
gj+ 1 = ... = gn = ° and gj = x. But this contradicts the definition of direct sum. 

Note that if G = H EB K and H = L EB M, then G = L EB M EB K (see Problem 6.15). 

The following theorem provides a simple criterion for determining when a group is the 
direct sum of its subgroups. 

Theorem 6.1: Let G1, ••• , Gn be subgroups of a group G and suppose each element of G 
can be expressed as the sum of elements from the subgroups G1, ••• , Gn • 

Suppose also that an equation 

° = g1 + '" + gn 

with gi E Gi for i = 1, .. . ,n, holds only if g1 = g2 = '" = gn = 0. Then 
G is the direct sum of the subgroups G1, ••• , Gn • 

Proof: If g E G, then 
g = g1 + ... + gn 

with gi E Gi, i = 1, ... , n. We need only show that this expression is unique. Suppose 

g=li+···+g~ 
is another such expression. Then 

° = (g1 - gi) + ... + (gn - g~ ) 

By our hypothesis, (g1 - gI) = (g2 - g~) = '" = (gn - g!) = 0. Hence gi = if for 
i = 1, ... , n and the two expressions for g are identical. 

The question arises: if G1, ••• , Gn are abelian groups, does there exist a group G 
which is the direct sum of isomorphic copies of the groups Gi ? This question is answered 
in the following theorem. 

Theorem 6.2: Let G1, ••• , Gn be abelian groups. Then there exists a group G which is the 
direct sum of isomorphic copies of G1, ... , Gn. 

Proof: The proof follows closely the argument of Problem 5.30, page 146, so we will be 
brief. Here we will use additive notation. Let G be the cartesian product G1 x G2 X •.• x Gn• 

If (g1, ... , gn) and (h1, ... , hn) E G, define (g1, ... , gn) + (h1, ... , hn) = (g1 + h1, ... , gn + hn). 
n components 

Then G is a group. AFurthermore, let Gi = {(O, ... , g:, 0, ... , 0) I gi E Gi}' Then Gi is a 

subgroup of G, and Gi ~ Gi for i = 1, ... , n. It is clear that every element (g1, ... , gn) of 
G is uniquely of the form (g1,0, ... , 0) + (0, g2, 0, ... ,0) + ... + (0,0, ... ,0, gn). Hence 

A A 

G = G1 EB ... EB Gn and the result follows. 

An important result which we will prove in Section 6.1c states that if G is the direct 
sum of G1, ... , Gn and H is the direct sum of H 1, ... , Hn and Gi ~ Hi for i = 1, ... , n, then 
G~H. 

In Section 6.1b we will define the concept of an indexed family Gi, i E I. The reader 
who studies Section 6.1c without reading Section 6.1b may take I = {I, ... , n} and Gi, 

n 

i E I as shorthand for G1, ... , Gn. Then ~ Gi is simply ~ Gi. 
iEI i=1 
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Problems 
6.1. Prove that the negative of a + b is -a - b. 

Solution: 
(a+b) + (-a-b) (a + b) + [(-a) + (-b)] 

[a + (b + (-a»] + (-b) 

[(a + (-a» + b] + (-b) 

[(a + b) + (-a)] + (-b) 

[a + «-a) + b)] + (-b) 

(0 + b) + (-b) = b + (-b) o 

6.2. Prove that if G is abelian and H is a subgroup of G, then G/H is abelian. 
Solution: 

(I + H) + (g + H) = (f + g) + H = (g + f) + H = (g + H) + (I + H) 

6.3. Let H be a subset of an abelian group G. Prove that H is a subgroup of G if and only if I, g E H 
implies 1 - g E H. 
Solution: 

This is exactly the same argument as in Lemma 3.1, page 55. 

6.4. Let n be an integer and G an abelian group. Prove that if g, hE G, then n(g + h) = ng + nh. 

Solution: 
If n = 0, n(g + h) = 0 by definition. Furthermore ng + nh = 0 + 0 = o. Thus n(g + h) 

ng + nh when n = O. 

If n > 0, let n = m + 1. Then m "" O. Inductively we may assume that m(g + h) = mg + mho 
Keeping this in mind, 

n(g + h) (m + l)(g + h) = m(g + h) + (g + h) = mg + mh + g + h 

mg + g + mh + h =:= (m + l)g + (m + l)h = ng + nh 

Finally if n < 0, n = -m for m > 0, and so 

n(g + h) = m(- (g + h» = m«-g) + (-h» = m(-g) + m(-h) = ng + nh 

6.5. Let n be any integer and G an abelian group. Prove that the mapping e which sends g to ng for 
each g in G is a homomorphism. 

6.6. 

Solution: 
Now, in additive notation, to say that e is a homomorphism means that (g + h)e = ge + he 

for all g, h E G. But, by Problem 6.4, (g + h)e = n(g + h) = ng + nh = ge + he. 

Let G be any abelian group and let Xc: G (X # 0). Prove that 

gp(X) = {y I y = rixi + r2xZ + ... + rnxn, ri E Z, xi E X} (6.1) 

In particular then gp(x) = {rx IrE Z}. 

Solution: 
Let H be the right-hand side of (6.1). Then H is a subgroup of G, for H # 0. Moreover if 

h = rlxl + ... + rnxn and k = SIYI + ... + spYp belong to H (ri' s; E Z and Xi' Yj E X), then 
clearly 

Thus H is a subgroup of G. It follows from the definition of H that Xc: H. Since gp(X) is the 
smallest subgroup of G containing X, we have then gp(X) c: H. But if Xl' ... ' Xn E X, then 
rix i + ... + rnXn E gp(X) for every choice of ri E Z. Hence gp(X):2 H, and so gp(X) = H. 

When X = {x}, then gp(X) is, by (6.1), the set of all multiples of x. 

6.7. Let Hand K be subgroups of G. Prove that H + K is a subgroup of G. If HnK = {O} and 
G = H + K, prove that G = H $ K. (H + K = {h + k I h E Hand k E K}.) 

Solution: 
H + K # 0 since both H # 0 and K # 0. So we have to prove that if u, v E H + K, then 

u - v E H + K. Now u = h + k, v = h' + k' (h, h' E H, k, k' E K). Thus u - v = (h - h') + 
(k - k') E H + K since Hand K are subgroups of G. If H n K = {O} and if we consider two expres­
sions hI + kl = hz + kz where hI' hz E Hand kl' kz E K, then X = hI - hz = kz - kl belongs to 
both Hand K. Therefore X = 0 and hI = hz, kl = kz. Hence the expression of an element in the 
form h + k is unique. Since G = H + K, it follows that G = H $ K. 



Sec. 6.1] PRELIMINARIES 181 

6.S. Let G have a subgroup H and suppose that G/H is infinite cyclic. Prove that H is a direct summand 
of G. 

6.9. 

Solution: 

Let G/H = gp(g + H) where g E G and let S = gp(g). Consider x E SnH. Then x = ng 
for some n E Z. As x E H, n(g + H) = ng + H = H. But g + H is of infinite order in G/H. 
Thus n = 0 and so SnH = {O}. If x E G, x E ng + H, i.e. x = ng + h for some n E Z and 
hE H. Hence G = S + H. Therefore, by Problem 6.7, G = S EEl Hand H is a direct summand of G. 

Let G = A EEl B and let H be a subgroup containing A. Prove that H 

Solution: 

A EEl (BnH). 

As every element of G is uniquely of the form a + b where a E A and bE B, A + (BnH) = 
A EEl (BnH). What we must prove then is that A + (BnH) = H. If hE H, h = a+ b where 
a E A and bE B. Hence b = h - a. But, as A ~ H, h - a E H. Thus bE BnH and He A + 
(BnH). But H"dA and H"dBnH. Hence H = A EEl (BnH). 

6.10. Let G be abelian and let a E G be of order n, bEG of order m. Show that the order of a + b 
divides the least common multiple 1 of m and n. 

Solution: 

Since both m and n divide I, let 1 = qm = rn for some integers q and r. Then I(a + b) = la + 
Ib = qma + rnb = 0 + 0 = O. Thus the order of a + b divides I. 

6.11. Let G = H EEl K. Prove that G/H ~ K. 

Solution: 

G = H + K. Then by the subgroup isomorphism theorem (Theorem 4.23, page 125), G/H = 
(H + K)/H ~ K/(KnH). Now HnK == {O}, and so G/H ~ K as required. 

6.12. Prove that if G is an abelian group, then the set S of elements of G of order a power of a fixed 
prime p is a subgroup. Deduce that a finite abelian group has one Sylow p-subgroup for each 
prime p dividing IGI. 
Solution: 

If a and b are of order a power of p, then -b is of order a power of p. So, by Problem 6.10, 
a - b is of order a power of p since the least common multiple of two powers of a prime p is a power 
of p. Hence S is a subgroup. 

If G is finite, then S is the Sylow p-subgroup of G. For if P is any subgroup of G of order a 
power of p, by the definition of S, P ~ S. So every Sylow p-subgroup of G is contained in S. S 
itself is of order a power of p (Problem 5.6, page 132). Since the order of a Sylow p-subgroup is 
the maximal power of p dividing the order of G, every Sylow p-subgroup of G must coincide with 
S. Thus, for each prime p, there is precisely one Sylow p-subgroup of G. 

6.13. Let G be an abelian group of order 36. Prove that: 

(i) If g E G, then g = gl + g2 where the order of gl divides 4 and the order of g2 divides 9; 

(ii) G = A EEl B where A is the Sylow 2-subgroup and B is the Sylow 3-subgroup of G. 

Solution: 

(i) Let g be of order 2t3s• Put 2t = m and 3s = n. Then, since (m,n) = 1, there exist integers 
a, b such that am + bn = 1. Hence 

g = (am + bn)g = (am)g + (bn)g = gl + g2' say 

Now since ngl = n(am)g = a(nm)g = 0, and similarly mg2 = 0, (i) is proved. 

(ii) Clearly A nB = {O}, so A + B = A EEl B. Now if g E G, then, by (i), g = 91 + g2 where 91 
is of order dividing 4 and g2 is of order dividing 9. By the preceding problem, the set of all 
elements of order a power of 2 is the Sylow 2-subgroup A, and so gl EA. Similarly g2 E B. 
Hence g E A + B and we conclude that G = A EEl B. 
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6.14. Show that the group C of complex numbers is with respect to addition the direct sum of the sub­
group consisting of all the reals and the subgroup consisting of all the pure imaginary numbers. 

Solution: 
Let R = {a + iO I a an arbitrary real number}, and let 1= {O + ib I b an arbitrary real num­

ber} (here i2 = -1). Then clearly R and I are subgroups of C, RnI = {O}, and, if a+ib E C, 
a + ib = (a + iO) + (0 + ib) belongs to R + I. Thus C = R EB I. 

6.15. Let G = H EB K and H = L EB M. Prove that G = L EB M EB K. 

Solution: 

Every element g of G can be expressed in the form g = h + k where hE Hand k E K. But 
h = l + m where l ELand mE M. Hence g = l + m + k. Now if g = II + ml + kl with II E L, 
m1 E M and kl E K, put II + m1 = hi E H. Then g = h + k = hi + kl and consequently h = hi 
and k = k1• As h = l + m = II + ml' l = II and m = mi' Hence the result. 

h. Infinite direct sums (See Note on page 177.) 

It is convenient to label the subsets of a set X with the elements of a second set. We 
are already familiar with such a device, e.g. in labeling a collection of sets AI, A 2, • •• we 
have labeled with 1= Z. In general, if I is an arbitrary set we shall denote by Ai, i E [, 
such a collection of labeled sets. A collection of labeled sets Ai, i E [, is called an indexed 
family. More formally, let (): I ~ X be an onto mapping. Then () is said to be an indexing 
with the elements of I of the set X. We will denote the image of i by Xi, i.e. Xi = i(). The 
collection Xi, i E I, is then called a family of indexed sets. 

We generalize our definition of direct sum to apply to the direct sum of an infinite 
number of subgroups. 

Definition: An abelian group G is said to be the direct sum of its subgroups Gi, i E I, if 
for each g E G, g =/= 0, there is a unique expression (but for order) for g 
of the form 

g = gl + .. , + gk 

where gj E Gj', j = 1, ... , k, with 1',2', ... , k' distinct elements of I and no 
gi is zero. 

Note that as G is abelian, 

gl + ... + gk = gk + gk-l + ... + gl 

for example; hence the uniqueness of the expression is understood to be without 
regard to the order of the elements g 1, ••• , gk. We write G = ~ Gi• 

iEI 

If I is finite, it is easy to see that a group which is the direct sum in the sense of the 
above definition is also the direct sum in the sense of the definition of Section 6.la, and 
conversely. Usually we will use the definition of Section 6.la whenever I is finite. 

We note that if G = ~ Gi and i,j E I, i =/= j, then GinGj = {OJ. For if x E GinGj 
i E I 

and x =/= 0, then x is expressible as 

x = gl where gl E Gi 

and x = g2 where g2 E Gj 

But this contradicts the definition of direct sum. 
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The analog of Theorem 6.1 is the following: 

Theorem 6.1': Let Gi, i E I be subgroups of the abelian group G. Suppose each element 
of G can be expressed as the sum of elements of the subgroups Gi • Suppose 
also that if 1',2', ... , k' are distinct elements of I and that the equation 

o = gl + .. , + g1c 

where gj E Gj' holds if and only if gl = g2 = ... = gk = O. Then G = ~ Gi • 
iEI 

As the proof is similar to that of Theorem 6.1, we omit it. 

Again, as in Section 6.1a, the question arises: if Gi, i E I is an indexed family of 
abelian groups, does there exist a group G which is the direct sum of isomorphic copies of 
the groups Gi ? This question is answered in the following theorem: 

Theorem 6.3: Let Gi, i E I be an indexed family of abelian groups. Then there exists 
an abelian group G which is the direct sum of groups isomorphic to Gi • 

Proof: Let G = {B I B: 1-7 U Gi, iB E Gi for all i E I, and iB is the zero element of 
i E I 

Gi for all but a finite number of i E I}. If B, cp E G, define 'l' = B + cp by i'l' = iB + icp. 
We assert that G is a group. 

First, if B, cp E G, then B + cp is clearly a mapping of I into i ~ I Gi and B + cp maps all but 
a finite number of the elements of I onto zero elements. Hence B + cp E G. Note that 
B + cp = cp + B so that G is abelian. 

Next, G is associative. For if CPI' CP2' CP3 E G, and if i E I, 

i(( CPI + CP2) + CP3) = i( CPI + CP2) + iCP3 iCPI + iCP2 + iCP3 = iCPI + (iCP2 + iCP3) 

iCPI + i( CP2 + CP3) = i( CPI + (CP2 + CP3)) 
Hence (CPI + CP2) + CP3 = CPI + (CP2 + CP3)' 

The mapping 'rj: i -70 E Gi for all i in I is the identity of G. For if BEG, then for all 
i in I, i('rj + B) = i'rj + iB = 0 + iB = iB so that 'rj + B = B. 

Finally, if BEG, define cP: i -7 -(iB). Then i(B + cp) = iB + icp = iB + (-(iB)) = 0 = i'rj' 
Thus B + cP = 'rj and cP is the inverse of G. 

A 

Now we prove that if Gi = {B I BEG and jB is the zero of Gj for all j in I with perhaps 
A A 

the exception of iB}, then Gi ~ Gi• Note that Gi is a subgroup of G; for if B, cP E G, then 
on putting 'l' = B - cP we note that if j oF i, j E I, j'l' = jB - jcp = 0 - 0 = O. Thus 'l' E {J.j. 

A A A 

Next, let v.: G. -7 G. be defined by Bv. = iB, BEG.. Clearly v. is a mapping of G. into 
t 1 t tAt t t 

Gi • To see that Vi is one-to-one, suppose B, cP E Gi and BVi = cpvi• This means that iB = icp. 
But jB = jcp = 0 for every j E I, j oF i and so B = cpo Next we prove v. is onto. Let a E Gj 

A ' 
and define B: 1-7 i ~ I Gi by iB = a and jB = 0 if j oF i. Then B E Gi and Bv; = a, and so 

A 

Vi is one-to-one and onto. Vi is a homomorphism; for if B, cP E Gi and 'l' = B + cP, then 

(B + cp)vi = 'l'vi = i'l' = iB + icp = BVi + cpvi 

Therefore Vi defines an isomorphism. 

Finally we show that G = ~ Gi. We already noted that G is abelian. We need to show 
iEI A 

that if BEG, B = BI + ... + Bk where each Bi belongs to one of the subgroups Gj • If BEG, 
then iB is not the zero of Gi for only a finite number of elements of I, say iI, ... , ik • Let 

A 

BI E Gil be such that ilBI = ilB, B2 E Gi2 be such that i2B2 = i2B, .•. , Bk E Gik be such that 
ikBk = ikB. It is clear that 
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o = 01 + .. , + Ok 

Now suppose that 7], the zero of G, is of the form 

" 
7] = 01 + ... + Ok 

[CHAP. 6 

where OJ E Gr and 1',2', ... , k' are distinct elements of I. Then for 1 ~ j ~ k, 
j'7] = 0 = j'(01 + ... + Ok) = j'Oj 

(since 1',2', ... , k' are distinct) from which OJ = 7] for every j = 1, ... , k. Thus 

G = ~Gi 
i E I 

(Remark: Problem 6.17 shows how the mappings of this proof link up with cartesian 
products.) 

The existence of direct sums is a very powerful result, and we will use it repeatedly. 
We note the important result that: given Gi ~ Hi for each i E I, then if G is the 

direct sum of its subgroups Gi and H is the direct sum of its subgroups Hi, we can conclude 
G Eo< H (Section 6.1c). 

Problems 
6.16. Let G be an abelian group with subgroups G;, i E I. Suppose that G = UP ( U Gi ) and that 

( 

iE I 

Gj n UP U Gi) = {O} for each j E I. Prove that G is the direct sum of its subgroups G;, i E I. 
i E I 
i".; 

Solution: 
We need only show that if 

o = U1 + ... + Uk 

where Ui E Gi , and 1',2', ... , k' are distinct elements of I, then 

U1 = U2 = ... = Uk = 0 

SUppose, if possible, that some Ui is not zero, say U1 oF O. Then 

-U1 = U2 + ... + Uk 

and U2 + ... + Uk E up( U Gi)' 
i E I 
i".1' 

U1 = U2 = '" = Uk = 0 and the result follows. 

By hypothesis then, Hence 

~.17. Compare the construction of a direct product involving cartesian products with the construction 
involving mappings by showing that an ordered pair can be thought of as a mapping. Hence show 
that the two groups obtained are isomorphic. 

Solution: 
An ordered pair can be thought of as a mapping from {1,2}. The image of 1 gives the entry 

in the first position, the image of 2 gives the entry in the second position. Let G = G1 X G2 and let 
G be the group as constructed in Theorem 6.3 with I = {1,2}. Let P: G ~ G be defined by 
(lp = (1(1,2(1) for any (I E G. Then p is clearly a one-to-one and onto mapping. 

Also p is a homomorphism. For if 'I' = (I + </>, 

«(I + </»p = ,yp = (1'1',2'1') = (1(1 + 1</>,2(1 + 2</» 

= (1(1,2(1) + (1</>,2</» = (lp + </>P 

6.18. Let 11' be the ratio of the circumference of a circle to its diameter. Let G be the subgroup of the 
additive group of the real numbers generated by the numbers 11',11'2,11'3,.... Let Gi = UP(11'i), 
i = 1,2, . . .. Prove that G = ~ Gi where P is the set of positive integers. Use the fact that 

iEP 
11' is not the root of any polynomial with integer coefficients. 

Solution: 
Clearly each element of G is of the form U1 + ... + Un where each Ui belongs to one of the 

groups G1, G2, . • .• Then we need only show that 0 = U1 + ... + Un implies that U1 = U2 = ... = 
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gp = 0 where the gi E Gi" with 1', .. . ,n' distinct elements of {1,2, ... }. Now gi = Zi".i' where 
Zi E Z and i = 1, .. . ,n. Then 

o = Zl".l' + Z2".2' + ... + zn".n' 

If not all zi are zero, ". is the root of a polynomial with integer coefficients, contrary to the statement 
in the problem. Hence the result. 

c. The homomorphic property of direct sums and free abelian groups 

Let G = A EEl B and let H be a group which contains isomorphic copies A and B of A 
and B respectively. Suppose that H = A + B (but not necessarily that H = A EEl B). 
What connection, if any, is there between G and H? 

It turns out that H is a homomorphic image of G. This follows from Theorem 6.4. 
This theorem when applied to particular cases leads also to important results: (1) Theorem 
6.5 and (2) the concept of a free abelian group. 

Theorem 6.4: Let G = A EEl B and let H be any group. Let 0, cp be homomorphisms of 
A into Hand B into H respectively. Then there exists a homomorphism 
~: G ~ H such that ~ IA = 0, ~ IB = cp. 

Proof: If g E G, then g = a + b uniquely where a E A, b E B. Define g~ = aO + bcp. 
~ is uniquely defined and so is a mapping of G to H. Note that if gi = ai + bi where ai E A 
and bi E B (i = 1,2), then 

(al + a2)O + (b l + b2)cp alO + a20 + blCP + b2CP 

alO + blCP + a20 + b2CP = (a l + bl)~ + (a2 + b2)~ 

Hence ~ is the required homomorphism as ~ IA = 0, ~ IB = cp. 

In exactly the same way we can prove that if G = ~ Gi and if for each i E I, Oi: Gi ~ H 
i E I 

is a homomorphism of Gi to H, then there exists a homomorphism 0: G ~ H such that 
8 IGi = Oi. We shall often say that 0 extends the mappings 8i, or that 8 is an extension of the 
mappings Oi. 

We use this result to prove: 

Theorem 6.5: Let Gi """ Hi, i E I. If G is the direct sum of its subgroups Gi and H is 
the direct sum of its subgroups Hi, then G """ H. 

Proof: Let Oi: Gi ~ Hi be an isomorphism for all i E I. Then by Theorem 6.4 there 
exists a homomorphism 8: G ~ H such that 0 IG

i 
= Oi for each i E I. To prove 0 is an 

isomorphism, we need only show that its kernel is trivial since 0 is clearly onto. If g E G, 
then g = gl + ... + gn where gj belongs to the subgroup Gj , with 1',2', ... , n' distinct ele­
ments of I. Thus 

gO = gl8l' + ... + gn8n' = hI + ... + hn, where hi E Hi' 

Then g8 = 0 only if each hj = 0, since H is the direct sum of its subgroups H;. Since 
h j = gjOj' and OJ' is an isomorphism, we have gj = 0 and g = O. Thus Ker 0 = {O}, and so 
G"""H. 

We will now apply Theorem 6.4 when each Gi is infinite cyclic. To begin with, let 
C = gp(c) be infinite cyclic and H any abelian group. Note that if cp is a mapping of {c} 
into H, then there exists a homomorphism 8: C ~ H such that 0 I{c} = cp. The homo­
morphism 0 is simply defined by putting (rc)O = r(ccp) for each l' E Z. It is readily seen 
that this does define a homomorphism. 
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Now let each Gi be infinite cyclic, Gi = gp(Ci), i E I. Let X = {c; liE I}. If (J: X ~ H 
where H is any abelian group, then there exists a homomorphism (J*: ~ Gi ~ H such that 

i E I 

(J* IX = (J. For, corresponding to each Gi, we know from the remark above that there exists 
a homomorphism (Ji: Gi ~ H such that Ci(Ji = cd). Hence it follows by Theorem 6.4 that 
there exists a homomorphism (J*: ~ Gi ~ H which agrees with (Ji on Gi. So we have the 
required result. i E I 

Corollary 6.6: The direct sum G = ~ Gi satisfies the following condition: for every 
i E I 

mapping (J: X ~ H, H any abelian group, there exists a homomor­
phism (J*: G ~ H such that (J* IX = (J. 

A group G which contains a subset X such that 

(i) G = gp(X), 

(ii) for every mapping (J: X ~ H, H any abelian group, there exists a homomorphism 
(J*:G~H such that (J*IX = (J, 

is called a free abelian group. G is said to be freely generated by X and X is called a basis 
for G. 

We have shown that the direct sum of infinite cyclic groups is a free abelian group. 
Conversely we have the following 

Theorem 6.7: If G is a free abelian group freely generated by a set X = {Xi liE I}, 
then G is the direct sum of its subgroups G i = gp(Xi) and each G i is in­
finite cyclic for all i E I. 

Proof: This theorem is proved by showing that G is isomorphic to a direct sum of in­
finite cyclic groups. To this end let H be the direct sum of its subgroups Hi, 

H = ~Hi 
i E I 

where Hi = gp(hi) is an infinite cyclic group generated by hi. (We know such a direct sum 
exists by Theorem 6.3.) Let (J: X ~ H be the mapping defined by Xi(J = hi. Then (J can 
be extended to a homomorphism (J* of G into H, by the definition of a free abelian group. 

On the other hand H is the direct sum of the infinite cyclic groups Hi. Thus by Corollary 
6.6, the mapping cf>: {hi liE I} ~ X defined by hicf> = Xi can be extended to a homomorphism 
cf>* of H into G. Actually cf>* and (J* are inverse isomorphisms. To see this, suppose g E G. 
Then g = nIXI' + ... + nrXr' where 1', ... , r' E I and nl, ... , nr E Z. Accordingly, 

(g(J*)cf>* = [nl(xI,(J*) + ... + nr'{xr,(J*)]cf>* = (nIhl' + ... + nrhr,)cf>* 

= nl(hl,cf» + ... + nr(hr'cf» = nIXI' + ... + nrXr' = g 

and so (J*cf>* is the identity mapping on G. Similarly cf>*(J* is the identity mapping on H. 
This implies that (J* is a one-to-one mapping of G onto H. For if g, g' E G, then g(J* = g'(J* 
implies that (g(J*)cf>* = (g'(J*)cf>*. Since (g(J*)cf>* = g and (g'(J*)cf>* = g', we have g = g'. 
Furthermore if h E H, then h = (hcf>*)(J*. Thus (J* is one-to-one and onto. 

Note that each Gi is infinite cyclic, since (J* is an isomorphism and Gi(J* = Hi. Finally 
we show that G is the direct sum of its subgroups Gi• If 1',2', ... , r' are distinct elements 
of I and gl, ... , gT are nonzero elements of GI " ... , Gr, respectively, then if 

(6.2) 

it follows that gl(J* + ... + gr(J* = O. But then, as gi(J* E Hi' and gi(J* =1= 0, we have 
a contradiction as H = ~ Hi. Hence (6.2) does not hold. Finally gp(Gi liE I) = G, and 
so G = ~ Gi• i E I 

iEI 
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Corollary 6.8: Every abelian group is the homomorphic image of some free abelian group. 

Proof: If G is an arbitrary group whose elements are gi, i E I, and gp(Xi), i E I, is 
infinite cyclic, then as we have seen, F = ~ gp(Xi) is free abelian and the mapping 

i E I 

B: Xi 4 gi extends to a homomorphism of F onto G. 

Problems 

6.19. If Igp(a)1 = m, Igp(b)1 = nand (m, n) = 1, then G = gp(a) EB gp(b) is cyclic of order mn. 

Solution: 
We show that G = gp(a + b). If l is the order of a + b, then l(a + b) = la + Ib = 0 implies 

Ia = lb = 0, by the definition of a direct sum. Consequently I is divisible by the order of a and the 
order of b. Since (m, n) = 1, mn I I and we conclude mn = I, so that G = gp(a + b). 

6.20. Find IGI where G is the direct sum of n cyclic groups of order 3. 

Solution: 
Let GI , ... , Gn be subgroups of G and suppose G = GI EB ••• EB Gn , where each Gi is of order 

3. Each expression of the form gl + g2 + ... + gn' where gi E Gio gives rise to unique elements 
of G. There are 3 different possible choices for glo 3 for g2, etc. Hence the total number of possible 
choices is 3·3····· 3 = 3n . Hence IGI = 3n• 

6.21. Prove that A is a direct summand of G if and only if there exists a homomorphism 0 of G onto A 
such that 0IA is the identity on A. (Hint. Use K = Ker o. Also consider g - go to prove 
g E A +K.) 
Solution: 

Suppose that G = A EB B. Then the identity homomorphism on A and the trivial homomorphism 
on B extend to a homomorphism 0: G --> A which satisfies the required conditions (Theorem 6.4). 

Conversely, if such a homomorphism exists, let K = Ker 0 and let x E An K. Then x = XO, 

as 0 IA = identity on A. But xo = 0, since x E Ker o. Hence A nK = {O} and so gp(A, K) = 
A EB K. Now letting g E G, go = a for some a E A. Then (g - a)o = go - ao = a - a = 0 and 
g - a E K. Thus g E A EB K and G = A EB K. 

6.22. A group G is said to be of exponent n if x E G implies nx = 0 and n is the smallest positive 
integer with this property. Let H be the direct sum of two cyclic groups of order n, generated by 
Xl and X2 respectively. Put X = {Xl' X2}' Prove that if G is any group of exponent nand 0 is a 
mapping of X into G, then there exists a homomorphism 0* of H into G such that 0* Ix = O •• 

Solution: 
Let HI = .qp(XI) and H2 = gp(X2)' There is a homomorphism 01 : HI --> G satisfying 

X10I = xlo, for gp(xlo) is cyclic and is of order dividing n. Similarly there is a homomorphism 
O2 : H2 --> G satisfying x202 = x20. Thus there is a homomorphism 0*: HI EB H2 --> G such that 
0* IHI = 0 1 and 0* IH2 = 92, by Theorem 6.4. The result follows. 

6.23. Let G be freely generated by a finite set X, IXI = n. Prove that every element of G is uniquely of 
the form mixi + ... + mnxn, where mj E Z and Xi EX. 

Solution: 
Let Gj = gp(Xi)' Now by the theorem on free abelian groups we know that G = GI EB ..• EB Gn, 

and each G; is infinite cyclic. Then each element of G is uniquely of the form gl + ... + gn where 
gi E Gi . But we know from the theory of infinite cyclic groups that gi = mixi uniquely. The result 
follows. 

6.24. Let G be the direct sum of cyclic groups Gi of order 2 where i E P, the set of positive integers. 
Let E denote the set of even positive integers. Then H = gp(G i liE E) is clearly a proper sub­
group of G. Prove that H "" G. 

Solution: 
Let 0i: Gi --> G2i for all i E P be an isomorphism. (Such an isomorphism exists, since all the 

Gi are cyclic of order 2.) We apply Theorem 6.5 to obtain the result. 



188 ABELIAN GROUPS [CHAP. 6 

6.25. Let G = A EB B where A is cyclic of order 32 and B is cyclic of order 52. Prove that aut (G) ~ 
aut (A) EB aut (B) (hard) and hence compute laut (G)!. (aut (G) is the automorphism group of G 
(see Section 3.6a, page 83).) 

Solution: 

If a E aut (A), then a can be used to form an element of aut (G) by letting it act as the 
identity on B. (Theorem 6.4 states that a extends to a homomorphism. We must check that it 
is one-to-one and onto.) Similarly for elements [3 of aut (B). We use the symbols a*, [3* to 
represent corresponding automorphisms of G. Note that 

(a + b)a*[3* = (aa + b)[3* = aa + b[3 = (a + b)[3*a* 

from which a* [3* = [3*a*. Note that a* = [3* implies a* = [3* = " the identity automorphism. 

The mapping a --> a* is an isomorphism of aut (A) into a subgroup of aut (G). The mapping [3 --> [3* 
is an isomorphism of aut (B) into a subgroup of aut (G). As (aut (A))* n (aut (B))* = {,}, and as 
the elements of (aut (A))* commute with the elements of (aut (B))*, we have (aut (A))* + (aut (B))* = 
(aut (A))* EB (aut (B))*, by Theorem 5.16, page 144. Now let () E aut (G). ()IA induces an auto­
morphism ()A on A, for A() must go into a subgroup of order 9 and by Sylow's theorem there is only 
one subgroup of order 9 (as G is abelian). Similarly ()IB induces an automorphism ()B on B. Then 

(a+b)()1()~ = (a()+b)()~ = a()+b() = (a+b)() 

from which ()1()~ = (). Thus aut (G) = (aut (A))* EB (aut (B))* and, by Theorem 6.5, 

aut (G) ~ aut (A) EB aut (B) 

To compute laut (G)I we must compute laut (A)I and laut (B)I. Let a E aut (A) and let 
A = gp(a). a must take a onto an element of order 9; so if aa = aT, (r,3) = 1. Hence the pos­
sibilities are r = 1,2,4,5,7,8. Each of these gives rise to an automorphism of A, as can be checked. 
Thus laut (A)I = 6. Similarly laut (B)I = 20. Accordingly, laut (G)I = 6 X 20 = 120. 

6.2 SIMPLE CLASSIFICATION OF ABELIAN GROUPS, 
AND STRUCTURE OF TORSION GROUPS 

a. Tentative classifications: torsion, torsion-free, and mixed 

Consider the following three examples of abelian groups: Q, the additive group of 
rationals; QIZ the factor group of the additive group of the rationals by the integers; 
C, the multiplicative group of complex numbers. Each of these groups is not isomorphic 
to the others, but how would we prove that? One way is to examine the orders of the 
elements of the groups. N ow every element of Q except 0 is of infinite order and every 
element of QIZ is of finite order. For if r E Q, r = min where m, n are two integers. 
Thus n(r + Z) = nr + Z = m + Z = Z. Let us, to avoid confusion, continue to use the multi­
plicative notation for C. We assert that C has elements of infinite order and also elements 
of finite order. Recall that the identity of C is 1. Note that (-1)2 = 1 implies that -1 is 
of order 2 and 3T = 1 if and only if r = O. Hence -1 is of finite order and 3 is of infinite 
order. Summarizing, we have 
(i) Q has every element but the identity of infinite order. 
(ii) QIZ has every element of finite order. 
(iii) C has elements of finite order and elements of infinite order. 

It is then easy to see that the three groups are not isomorphic. 

If G is a group in which every element other than the identity is of infinite order, G is 
said to be torsion-free. If G is a group in which every element is of finite order, G is said 
to be a torsion group. If G has both an element of infinite order and an element (not equal 
to the identity) of finite order, G is said to be mixed. These three concepts provide us with 
a rough classification of abelian groups and, as we have seen above, distinguish between 
Q, Q/Z and C. 
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Problems 

6.26. Let G be the direct sum of torsion groups. Prove that G is a torsion group. 

Solution: 
Let G = l. Gi• If g E G, g = Xl + ... + Xn for some integer nand Xj belongs to some G j .. 

i E I 
If the order of Xj is Pj' then 

(Pl' ...• Pn)g = (Pl····· Pn)Xl + '" + (Pl' ...• Pn)Xn = 0 + '" + 0 = 0 

6.27. Prove that QIZ and G, the direct sum of groups Gi (i E Z) where each Gi is cyclic of order 2, are 
not isomorphic. 

Solution: 
Following the method of Problem 6.26, it is easy to prove that every nonzero element of G 

is of order 2. Since! + Z is of order 3, QIZ and G are not isomorphic. 

6.28. Prove that QIZ and G, the direct sum of groups Gi (i E Z) where each Gi is cyclic of order 3i, are 
not isomorphic. 

Solution: 
G is easily shown to have every element of order some power of 3 by following the method 

of Problem 6.26. Since -l- + Z is of order 4 in QIZ, G and QIZ are not isomorphic. 

b. The torsion subgroup 

In Section 6.2a we introduced a tentative classification of abelian groups into torsion­
free, torsion and mixed groups. In this section we consider the question of whether it 
would not be possible to split a mixed group into a torsion-free group and a torsion group. 
This would provide the following program for investigating abelian groups: 

(1) Investigate torsion-free groups. 
(2) Investigate torsion groups. 
(3) Investigate how they may be put together to form mixed groups. 

Such a program is found to be too difficult to accomplish completely, but it does lead 
to some significant results. 

Let T(G) be the set of all elements of G of finite order. Then T(G) is a subgroup of G, 
as we show in the following 

Theorem 6.9: T(G) is a subgroup of G (termed the torsion subgroup of G). G/T(G) is 
torsion-free. 

Proof; Let a, bEG be of order m, n respectively. Then 

mn(a - b) = mna - mnb = 0 - 0 = 0 

Thus if a, b E T(G), a - b E T(G) and T(G) is a subgroup of G. 

Now consider G/T(G). Assume g + T(G) is of finite order n, i.e. n(g + T(G)) = ng + 
T(G) = T(G). It follows that ng E T(G). As T(G) consists of all the elements of G of 
finite order, there exists m such that m(ng) = O. Then g is of finite order and g E T(G); 
hence g + T(G) = T(G). Therefore the only element of finite order in G/T(G) is the zero 
T(G). Thus G/T(G) is torsion-free. 

Problems 
6.29. Prove that if G is a group and H a subgroup of G such that GIH is torsion-free, then H contains 

the torsion subgroup of G. 

Solution: 
Let g in G be of finite order. Then g + H is of finite order in GIH. Since GIH is torsion-free, 

g + H = H. This means g E H, and so every element of finite order in G is contained in H, i.e. 
the torsion subgroup of G is contained in H. 
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6.30. Is the set consisting of 0 and of all elements of infinite order of a group automatically a subgroup? 

Solution: 
No. For example, let G = H EEl K where H = gp (h) is infinite cyclic, and K = gp (k) is of 

order 2. Now h + k and -h are both of infinite order. However (h + k) + (-h) = k is of finite 
order. 

6.31. Prove that if the set consisting of 0 and the elements of infinite order of a group G constitutes a 
subgroup, then G is either a torsion-free group or a torsion group. 

Solution: 

Suppose G is mixed and H = {h I hE G and h is either 0 or of infinite order}. Since G is 
mixed, we have g E G of infinite order and g'("# 0) E G of finite order. Now g' - g is of infinite 
order so that (g' - g) E H. But as H is a subgroup, (g' - g) + g = g' E H. Therefore g' is 0 or an 
element of infinite order, contradicting the choice of g'. Hence G is not mixed. 

6.32. Prove that if T is the torsion subgroup of G, then TnH is the torsion subgroup of any given 
subgroup H of G. 

Solution: 

If a E H is of finite order, then a E T. Hence a E TnH, and so the torsion subgroup of H 
is contained in TnH. Conversely TnH consists of elements of finite order, and so TnH is contained 
in the torsion subgroup of H. Thus we have proved that TnH is the torsion subgroup of H. 

6.33. Find the torsion subgroup of R/Z where R is the group of real numbers under addition and Z is 
the subgroup of integers. 

Solution: 
Suppose r + Z is of finite order (r E R). Then for some nonzero integer n, n(r + Z) = Z. But 

n(r + Z) = nr + Z, and so nr E Z. This means that r is a rational number. Thus T(R/Z) ~ Q/Z, 
where Q is the subgroup of rational numbers. On the other hand, if a + Z E Q/Z, then a = m/n 
where m,n E Z and n"# O. So 

n(a+Z) = n(m/n+Z) = n(m/n) + Z = m + Z = Z 

Hence a + Z is of finite order and Q/Z ~ T(R/Z). Thus we have proved that Q/Z = T(R/Z). 

c. Structure of torsion groups. Prufer groups 

A group G is called a p-group or a p-primary group for some prime p if every element 
of G is of order a power of p. (If G is finite, it follows that the order of G is a power of p; 
see Problem 5.6, page 132. The definition of p-group given here thus coincides with that 
of Chapter 5 when the p-group is finite.) In this section we show that a torsion group is 
built out of p-groups. Thus the study of torsion groups becomes essentially the study of 
p-groups. 

Theorem 6.10: Let G be any torsion group and let Gp = {g I g has order a power of p}, 
p any prime. Then if II is the set of all primes, 

G = ~ Gp 
p E II 

Proof: We let the reader show that each Gp is a subgroup of G. 

Suppose that g E G and is of order p;lp;2 ... p:n, PI, ... , Pn distinct primes and rl, ... , rn 
positive integers. Let q = p~l ... p:~-/; then (q,p:n) = 1. Thus there exist integers a and 
b such that aq + bp:n = 1. It follows that g = aqg + bp:ng . Now aqg is of order p:n, and so 
aqg E Gpn. bp:ng is of order q. Since q is less then the order of g, we may assume inductively 
that bp:ng is the sum of elements belonging to GPn-t> G pn- 2, ... , GPI' Thus every element 
of G can be expressed as the sum of elements belonging to the Gp , i.e. G is generated by the 
subgroups Gp • 
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To show that G = ~ Gp , we must prove that gl + ... + gn = 0 (where gi E GPi and 
pEn 

PI, ... , Pn are distinct primes) occurs only for gl = g2 = ... = gn = O. 

We proceed by induction on n. For n = 1 it is certainly true. If true for n, consider 

gl+ ... +gn+l = 0 

and let gn+l be of order P~+l' Then 

and 

By the inductive hypothesis, we have 

Now P~+lgl = 0 implies gl = 0 as gl is of order some power of PI and PI =1= Pn+l. Arguing 
similarly for g2, ... , gn, we have gl = g2 = ... = gn = O. Hence also gn+ I = 0 and we con­
clude that G = ~ Gp • 

pEn 

The subgroups Gp are called the p-components of G. 

Example 1: Let us apply this theorem to Q/Z, i.e. the additive group of rationals modulo the 
integers. Q/Z is clearly a torsion group. 

{x + Z I x + Z of order a power of p} = {x + Z I prx E Z} 

{m/pT + Z I for various integers rand 0 """ m < pr~} 

By the theorem, Q/Z = ~ (Q/Z)p­
pEn 

(Q/Z)p is called the p-Priifer group (also called a group of type poo). In Section 
6.4 the p-Priifer groups will be fundamental. Note that the p-Priifer group 

00 

(Q/Z)p = U Cr where Cr = gp(l/pr + Z), since (Q/Z)p = {m/pr + Z I for vari-
r=l 00 

ous integers rand 0""" m < pr-l}. Clearly (Q/Z)p d Cr and (Q/Z)p C U Cr. The 
result follows. r=1 

We now have at our disposal cyclic groups of all orders, the additive group of rationals, 
and the p-Priifer groups, together with all their direct sums. These, as we shall prove, 
constitute a large class of abelian groups. 

Problems 

6.34. Use Theorem 6.10 to prove that an abelian group of order pq, where p and q are different primes, 
is the direct sum of a cyclic group of order p and a cyclic group of order q. 

Solution: 
Let G be of order pq. Then by Theorem 6.10, G = Gp EB Gq ; for if r is any prime other than 

p or q, Gr = {O}. Why does Gr = {O}? If g E G" then, as G is of order pq, pqg = O. Hence r 
divides pq, which is not the case. Note that Gp ¥- {O}, Gq ¥- {O} by Proposition 5.9, page 137. 
IGpl divides pq. Since Gq ¥- {O}, IGpl = p or q. As the elements of Gp are of order a power of p, 
it follows that IGpl = p. Similarly IGql = q. Hence, as the only group of prime order is cyclic, 
we have the result. 

6.35. Show that a direct sum of p-groups is again a p-group. 

Solution: 

Let G = ~ Gi where each Gi is a p-group. Let g E G. Then g = gl + ... + gn where each 
i E I 

gi E Gi" 1',2', ... , n' E I. Let pr be the maximum order of the gi' Then prg = O. Thus the order 
of g is a power of p, and so G is a p-group. 
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6.36. Show that if G is a p-Priifer group, for each integer k"" 0 and each element g E G there exists 
an element hE G such that kh = g. (We shall call a group with this property divisible.) 

Solution: 

Let g E G. Then g = 1n/pr + Z where 0 =:: m < pro Let k = pSl where p and l are co-prime, 
and let h! = m/pr+s + Z. Then pSh! = g. As land pr+s are co-prime, there exist integers a and b 
such that al + bpr + S = 1. Therefore 

h! = (al+ bpr+s)h! = alh! + bpr+sh! = alh! 

Put h = ah1• Then 

'" 
6.37. Let G = ~ Gi where G i is a cyclic group of order Pi and P1' P2 . " are the primes in ascending 

i=l 
order of magnitude. Let H be a p-Priifer group for any prime p. Prove that G is not isomorphic 
to H. 

Solution: 

Let Pj be a prime different from p. Then the Pjth component Gpj "" {O} but Hpj = {O}. Thus 
G is not isomorphic to H. 

d. Independence and rank 

We introduce here an important concept in abelian group theory, the concept of rank. 

Let G be an abelian group. A subset X of G is called independent if whenever Xl, ... , Xn 
are distinct elements of X and n1, ... , nr are integers such that 

n1X1 + ... + nrXr = 0 (6.3) 
then n1X1 = ... = nrXr = O. 

Note that if G is torsion-free and X is independent, then equation (6.3) implies n1 = 
nz = ... = nr = O. Suppose X = {Xi liE l} and Xi "1= Xj for i "1= j. Then if X is an in­
dependent set, it follows readily that gp (X) = ~ gp(Xi). 

i E I 

We need one further definition. An element X in a group G is dependent on a subset 
X of G if 

nx + n1X1 + ... + nrXr = 0 

for some choice of Xl, ... , XT E X, nand nj E Z and nx "1= O. In other words, X is dependent 
on the subset X if there is an integer n with nx"I= 0 and nx E gp(X). We say Y C G is 
dependent on Xc G if every element of Y is dependent on X. Observe also that if G is 
torsion-free with subsets X, Y and Wand if X is dependent on Y and Y is dependent on W, 
then X is dependent on W. For if X E X, then for some integer n"l= 0, and integers 
n1, ... , nT, nx = n1Y1 + ... + nTYT (Yi E Y). Since Y is dependent on W we can find integers 
m1 "1= 0, ... , m T "1= 0 such that miYi E gp(W) for i = 1, ... , r. Put m = ml ... m T. Then 
clearly mniYi E gp(W) for i = 1, ... ,r, and consequently mnx E gp(W). Furthermore, 
since G is torsion-free, mnx"I= O. Thus every element of X depends on W. 

The main result that we shall now prove is called the Steinitz Exchange Theorem. 

Theorem 6.11: Let G be torsion-free and let A = {a1, ... ,am} be an independent subset 
of G. Suppose B = {b 1, ••• , bn } is another subset of G such that A is 
dependent on B. Then n::=" m and B depends on Au C where C is a subset 
of Band ICI = n-m. 

Proof: We will use induction on m. For m = 1 it is clear that n ~ m. Now a1 depends 
on B means that there exist integers z, ... , Zn such that Z "1= 0, 

, 
za1 + z l b1 + ... + znbn = 0 
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and thus for some integer i, Zi =1= 0, 1 ~ i ~ n. Hence B depends on {at} U (B - {b i }). Thus 
the result holds for m = 1, with C = B - {b i }. 

N ext we assume that the result holds for m = r, and consider the case m = r + 1. Then 
by the inductive hypothesis, n ==== r. Now {aI, ... , a,.} depends on B, and so inductively B 
depends on {al, ... ,aT}UD where Dc;;;,B and IDI=n-r. But {aT+t} depends onB and 
B depends on {aI, ... , aT} U D. Then by our remarks above, {aT+ I} depends on {aI, ... , aT} U D. 
Thus we can find integers y =1= 0, YI, ... , YT, Zl, ... , Zs such that 

yaT+I = Ylal + ... + yraT + zldl + ... + zsds, dl, ... , ds E D 

Suppose, if possible, that Zl = Z2 = ... = Zs = 0. Then yar+l = Ylal + ... + yraT implies that 
the elements aI, ... , aT+! are not independent. So some Zj =1= 0. Let C = D - {di }. Then it 
is clear that {al, ... , aT} U D depends on {al, ... , aT + I} U C. Since B depends on 
{al, ... ,ar}UD, then B depends on {al, ... ,ar+I}UC. Finally Cc;;;,B and ICI=IDI-1. 
Thus ICI = (n - r) - 1 = n - (r + 1) = n - m 

as desired, and the proof of Steinitz's theorem is complete. 

Let us call a subset 8 of a torsion-free abelian group G a maximal independent set 

(i) if 8 is independent and 
(ii) if g E G and g tl 8, then 8u {g} is not an independent set. 

Suppose now that G, a torsion-free abelian group, has a maximal independent set 8 
that is finite. Let T be any other finite maximal independent set. By the Steinitz exchange 
theorem, 181 ~ ITI. Also by the same theorem, ITI ~ 181. Hence we can without ambiguity 
define the rank of a torsion-free abelian group G which has a finite maximal independent 
set 8 to be 181. If G does not have a finite maximal independent set 8, we shall say G is of 
infinite rank. 

It is easy to see that if G and H are isomorphic groups, then they have equal ranks. 

As a consequence of these remarks we obtain a result concerning free abelian groups. 

If F is free abelian with a finite set of free generators X, then X is a maximal in­
dependent set of F (see Problem 6.41 below). Hence the rank of F is IXI. Similarly if 
F is also freely generated by a finite set Y, then rank of F = IYI. Hence IYI = IXI. Thus 
we have 

Corollary 6.12: If F is a group freely generated by two finite sets X and Y, then IXI = IYI. 
We have as yet not proved that all abelian groups have maximal independent sets. To 

do so we need a result called Zorn's lemma. Before stating the lemma, we consider the 
following examples: 

(a) Let cP = {A, B, c, D}, where A = {0,1}, B = {1,2}, C = {0,2}, D = {O, 1,2, 3}. 

We inquire: does cP have a largest element, i.e. one that contains all the elements of 
CP? Clearly it does, for D:dA, D:dB, D:dC and D:dD. Thus D is a largest element. 

(b) Let cP = {A, B, C, E}, where A, B, C are as in (a), and E = {1, 2, 3}. Now there is no 
largest element of CPo We search for some concept replacing that of a largest element. 
Note that although E is not a largest element, no element other than itself contains it. 
Then E is called a maximal element. Similarly C and A are maximal elements, whereas 
B is not. 

(c) If ICPI is finite, then it is clear that cP has maximal elements. For we choose any element 
Al of CPo If there is an element of cP that contains Al properly, we call it A 2. If there 
is an element of cP that contains A2 properly, we call it A 3 • Continuing in this way we 
get a chain of elements of CP, Al C A2 C ... C Ai C .. '. As cP has only a finite number 
of elements, this chain ends at An, say. Clearly An is a maximal element. 



194 ABELIAN GROUPS [CHAP. 6 

(d) On the other hand, not all sets P of sets have maximal elements. For example, let 
An = {O,l, ... , n} for n = 1,2, . . .. Let P = {Ai liE P, the positive integers}. Then 
P has no maximal element. For if X E P, then X = Ai for some i, and X ~ A i + l , but 
X""" A i + l • 

Zorn's lemma establishes a criterion for determining whether a set P of sets has a 
maximal element. What one needs is some condition for handling an ascending sequence 
of sets such as the Ai in (d). To state the criterion we need some definitions. 

(1) We define A to be a maximal set in P if for each X E P, X d A implies X = A. 

(2) Let C be a subset of P with the property that if X, Y E C. then either X ~ Y or 
Y ~ X. Then C is called a chain in P (in (d) above, P itself is a chain). 

We are now in a position to state Zorn's lemma: Let P be a set of sets. Suppose that 
for every chain C in P, U X is an element of P. Then P has a maximal element. 

XEC 

We will not prove Zorn's lemma. We take it as an axiom. We could assume a more 
innocent sounding axiom instead, namely the axiom of choice, which says that an element 
from each set may be chosen from a collection of sets. The proof of Zorn's lemma can be 
derived from the axiom of choice (see Problem 6.42 for a sketch of the proof). 

Using Zorn's lemma we prove 

Theorem 6.13: Let G be any abelian group. Then G has a maximal independent set. 

Proof: Let P = {X I X ~ G and X an independent set}. Let C be any chain in P. 
Let C = {Xi liE I}. To apply Zorn's lemma we must show that U = i 'd r Xi E P. Clearly 
U ~ G. Is U an independent set? If not, U is a dependent set. This means that it is pos­
sible to find distinct elements Ul, ... , Un E U and integers rl, ... , rn such that 

rlUl + ... + rnUn = 0 

with at least one riU; """ O. As U = U Xi, Ul E Xl', U2 E X 2• where 1', 2' are elements of 
i E r 

I. Then since C is a chain, either Xl' ~ X 2• or X 2• ~ Xl" Thus Ul, U2 both belong to some 
element of C. Continuing the argument in this way we find that Ul, ... , Un all belong to 
some Xi E C. But this is a contradiction, since every element of C is independent. So U 
is independent and U E P. We conclude, using Zorn's lemma, that P has a maximal ele­
ment and this is precisely the maximal independent set required. Hence the result follows. 

From Theorem 6.13 we conclude that if G is of infinite rank, then G has an infinite 
maximal independent subset. 

Problems 

6.38. Find the rank of the additive group Q of rationals. 

Solution: 
If ml/nl and mJ~ are elements of Q, ml> m2, nl, n2 integers, then 

Thus every set of two elements is dependent. Accordingly the rank of Q is 1. 

6.39. Show that the p-Priifer group has no independent set consisting of two elements. 

Solution: 
Let x, y be elements of G, a p-Priifer group, x -:;6 0, Y -:;6 O. Then x, y E Cr, say, for some r 

(see Example 1, page 191, for the notation Cr). Let C,. = gp(g) and let gp(x) be of order pt. Since 
pr-tg is of order pt, gp(pr-tg) = gp(x). Thus gp(x) = gp(pig) and gp(y) = gp(p;g) for some i, j. 
If i ~ j, it follows that gp(y) ~ gp(x). (If i"" j, we merely reverse the roles of x and y.) Con­
sequently x = ry for some integer 0 < r < order of y. Thus (-r)y + 1· x = 0 and x, yare not 
independent. 
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6.40. Prove that if Hand K are torsion-free groups of finite rank m and n respectively, then G = H EEl K 
is of rank m + n. (Difficult.) 

Solution: 
Let hI' ... ,hm be a set of independent elements of H, and k1' ... , kn a set of independent ele­

ments of K. Then the set hI' ... ,hm, kl>" .,kn is independent. For if r1h1 + .,. + rmhm + slk1 + 
.. , + snkn = 0, then 

But HnK = {O}, and so 
r1h1 + ... + rmhm = -Slk1 - '" - snkn = 0 

Thus, by the independence of hl> ... , hm and k1' ... , kn' 

r 1 = r2 = ... = rm = Sl = S2 = '" = Sn = 0 

Now suppose that {hI' ... , hm' k1' ... , kn} is not maximal; say, there exists an element h + k where 
hE Hand k E K such that {hI> ... , hm, k1' ... , kn' h + k} is independent. Since {hI' ... , hm' h} is 
not independent, there exist integers tl> ... , tm , t not all zero such that 

t1 hI + ... + tmhm + th = 0 

If t = 0 we have a contradiction to {hI, ... , hm} being independent, as then at least one of t 1, ... , tm 
is nonzero. Hence t #- O. 

Next, {k, kl> ... , kn} is not independent, i.e. there exist s, sl' ... , sn' not all zero, such that 
sk + slk1 + ... + snkn = O. Hence arguing as above, it follows that s #- O. Thus 

st1h1 + ... + stmhm + st(h + k} + ts 1k 1 + ... + tsnkn 

= s(th + t1h1 + ... + tmhm} + t(sk + slk1 + ... + snkn} = 0 

But as st #- 0, {hI' h2' ... , hm, k1' ... , kn' h + k} is not independent. Thus {hI' hz, ... , hm' kl> ... , kn} 
is a maximal independent set and rank H EEl K = m + n. 

6.41. (a) If F is free abelian with a finite set of free generators X, prove that the rank of F is IXI. 
(b) Prove that F cannot be generated by fewer than IXI elements. 

Solution: 
(a) Let X = {Xl, ... , xn}. By Theorem 6.7, page 186, 

G = gp(X1) EEl gp(x2) EEl ••• EEl gp(xn) 

We proceed by induction on n. For n = 1, G is infinite cyclic, and the rank of G is clearly 1. 
If true for n = r, suppose n = r + 1. Then gp(X1) EEl ••• EEl gp(xr) is of rank r, and G is 
the direct sum of a torsion-free group of rank r and a group of rank 1. By Problem 6.40, G is 
thus of rank r + 1, and the result follows by induction for all n. 

(b) Let G = gp(gl' ... , gr)' X is an independent set. Then by the Steinitz exchange theorem 
(Theorem 6.11), as X is dependent on {gl' ... , gr}, n"" r. Thus we obtain the result. 

6.42. Let X be a set and cP a collection of subsets of X. Suppose that if A E CP, all subsets of A belong 
to CPo 

(a) Prove that if A E cP is not a maximal element, there exists a set A'" = {A, x} E cP with 
xG!:A. 

(b) Assume that A * = A if A is maximal, otherwise that A'" has been defined equal to {A, x} with 
X G!: A as stated in (a). Let C be a chain in CPo Suppose that if Ci' i E I, is a family of elements 
in C, then U Ci E C. Suppose also that if A E C, A'" E C. Prove that cP has a maximal 
element. i E 1 

Solution: 
(a) If A E cP is not maximal, there exists a set BE cP such that B #- A and B:2 A. Hence there 

exists x E B - A. Since {A, x} is a subset of B, {A, x} E CPo 

(b) Let M = U C. Then ME C. and so M* E C. But M* d M. However, M contains every 
CEe 

element of C; in particular, it contains M*. Therefore M = M'" and we conclude that M is a 
maximal element of CPo 

Remarks. (1) In assuming that A * can be defined we used implicitly the axiom of choice. 
(2) The proof of Zorn's lemma requires converting the theorem into this problem. For details 
see P. R. Halmos, Naive Set Theory, Van Nostrand, 1960. 
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6.43. Let G be an arbitrary non-abelian group. Prove that G has a maximal abelian subgroup (i.e. one 
that is not properly contained in an abelian subgroup of G). 

Solution: 
We use multiplicative notation for G since it is not abelian. Let P be the set of all abelian 

subgroups of G. Let C be a chain in P and let U = U X. Then U is a subgroup of G. For if 
XEC 

g, hE U and if g belongs to XI E C and h to X 2 E C, then as either XI C X2 or X 2 C XI, it fol­
lows that g, h belong to some element X of C. Hence gh- I E X as X is a subgroup, and gh- I E U. 
Also, gh = hg as X is an abelian subgroup of G. Consequently U is abelian. Hence U E P. By 
Zorn's lemma, P has a maximal element M, say. M is the maximal abelian group sought. 

6.3 FINITELY GENERATED ABELIAN GROUPS 

a. Lemmas for finitely generated free abelian groups 

In Section 6.3b we will show that all finitely generated abelian groups are direct sums 
of cyclic groups. We will do this by using a lemma (Lemma 6.15) about subgroups of free 
abelian groups. The relationship between Lemma 6.15 and finitely generated abelian 
groups is easily obtained by noting that all abelian groups are factor groups of free abelian 
groups. 

Lemma 6.14: Let G = gp(al) EEl ... EEl gp(an) be the direct sum of infinite cyclic groups. 
If bl = al + r2a2 + ... + rnan, where r2, ... , rn are any integers, then 

G = gp(b l ) EEl gp(a2) EEl '" EEl gp(an ) 

Proof: As gp(b l , a2, ... , an) = gp(al, ... , an) = G, we must only show that if Sl, ... , Sn 
are any integers, then 

implies all Si are O. 

Substituting b l = al + r2a2 + ... + rnan into (6.4) and collecting terms, we obtain 

sIal + (S2 + slr2)a2 + 
As G = {aJ} EEl ... EEl {an}, 

Thus SI = S2 = ... = Sn = 0 and the proof is complete. 

(6.4) 

The next lemma is a crucial one. We recall that a basis CI, •.. , Cn for a finitely generated 
free abelian group G is a set of elements such that G = gp(cI) EEl ••• EEl gp(cn ) (see Section 
6.lc). 

Lemma 6.15: Let G be free abelian, the direct sum of n cyclic groups. Let H be a subgroup 
of G. Then there exists a basis CI, ... , Cn of G and integers UI, ..• , Un such 
that H = gp(UICI, U2C2, ... , Uncn). 

Proof: We use a, b, C to denote basis elements of G, h, k, 1 to denote elements of H, 
q, r, s, t, u, v to denote integers. We prove the result by induction on n. For n = 1, G is 
cyclic and the result is a consequence of Theorem 4.9, page 105. Assume the result is true 
for free abelian groups of rank less than n where n > 1. Let G be free abelian of rank n. 
We assume also that H # {O}. For if H = {O}, we may take an arbitrary basis CI, •.. , Cn 

for G. Then H = gp(UICI, ... , UnCn) where UI = ... = Un = O. 

To every basis we associate an integer, called its size (with respect to H). Let {aI, ... , an} 

be a basis for G and let q be the smallest nonnegative integer such that there exists h E H 
with 

q2, ... , qn integers (6.5) 

Then q is termed the size of the basis {aI, a2, ... , an}. 

Assume {aI, ... , Un} is a basis of smallest size, i.e. if {b1, ••• , bn} is a basis of G, then the 
size of {b1, ••• , bn } is not less than q. 
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Let h be as in equation (6.5). We show that q divides q2, ... , qn. From the division 
algorithm, if qi is not divisible by q, qi = riq + Si where 0 < Si < q. Hence 

h = q(al +riai) + ... + Siai + ... + qna" 

But if we put bl = ai, b2 = a2, ... , bi = al + riai, ... , bn = an, we obtain a basis by Lemma 
6.14. Furthermore this basis is of smaller size than the size of {al, .. . ,an}, contrary to our 
assumption. Thus Si = 0 and q divides qi for i = 2, ... , n. Let qi = riq. Then 

h = q(al + rZa2 + ... + r"an) 

Let Cl = al + r2a2 + ... + rnan. Then, by Lemma 6.14, {Cl, a2, ... , an} is a basis for G. Also 

(6.6) 

If k = t1al + ... + tnan E H, it follows that tl is divisible by q. For if t! = uq + v with 
o =:: v < q, then l = k - uh E H has v as its coefficient of al. As v < q, by the minimality 
of q, v = O. Therefore 

l = k - uh E gp(a2, ... , an) 

Hence l E gp(a2, ... ,an)nH = L, say. From this we conclude that if k E H, then 

k = uh + l 
where l E L. 

(6.7) 

By the inductive hypothesis there exist a basis C2, ... , Cn and integers U2, ... , Un such 
that L is generated by U2C2, ... , UnCn. Hence by (6.7) every element of H belongs to 
gp(h, U2C2, ... , UnCn). On the other hand, H contains h, U2C2, ... , UnCn. Thus 

H = gp(h, U2C2, ... , UnCn) 

Put Ut = q. By (6.6), 

Also, Ct, ... , Cn is a basis for G. Hence the result follows. 

Note that if any 14 is negative, we can replace Ci by its inverse -Ci. In this manner we 
can assume that the 14 are nonnegative. 

Lemma 6.16: Suppose G = A EB B. Let At, B! be subgroups with At C A, B! C Band 
N = A! +B!. Then GIN"" AlA! EB BIBt. 

Proof: Let K = AIAt EB BIB!, and let (): A ~ AIAt and </>: B ~ BIBt be the natural 
homomorphisms. (), </> extend to a homomorphism 'ifr of G into K. Then Ker'ifr:;) Ker () = A! 
and Ker'ifr:;)Ker</>=Bt. Thus Ker'ifr:;) At+B!. Now let xEKer'ifr. Then x=a+b, 
a E A, b E B. x'ifr = (a + At) + (b + B t) and this is the identity element only if a E A! 
and b E B!. Hence x EAt + Bt, and so Ker'ifr = At + B t. By the homomorphism theorem 
(Theorem 4.18, page 117) GIN"" K and the result follows. 

Corollary 6.17: Let G be free abelian with basis C!, ... , Cn. Let H = gp( UtC!, ... , UnCn) 
where Ut, ... , Un are nonnegative integers. Then GIH is the direct sum of 
cyclic groups of orders u~, ... , u~, where u{ = Ui if Ui "1= 0 and u; = 00 if 
Ui = O. 

Proof: The result follows by repeated application of Lemma 6.16. 

b. Fundamental theorem of abelian groups 

The following theorem is called the fundamental theorem of abelian groups. 

Theorem 6.18: Let G be a finitely generated abelian group. Then G is the direct sum of a 
finite number of cyclic groups. 
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Proof: G """ FIR where F is a finitely generated free abelian group (Section 6.1c). By 
Lemma 6.15, F has a basis Cl, ••• , Cn such that R = gp(UICl, ••. , Uncn) for some nonnegative 
integers Ul, .•• , Un. We now apply Corollary 6.17 to conclude that G """ FIR is the direct 
sum of cyclic groups. 

Corollary 6.19: If G is finitely generated, it is the direct sum of a finite number of infinite 
cyclic groups and cyclic groups of prime power order. 

Proof: It is only necessary to show that a cyclic group of composite order is the direct 
sum of cyclic groups of prime power order. This we have already done in Problem 6.19, 
page 187. 

Corollary 6.20: If G is a group with no elements of finite order and G is finitely generated, 
then G is free abelian. 

Proof: G is the direct sum of a finite number of cyclic groups each of which must be 
infinite cyclic as G has no elements of finite order. Thus the result follows. 

Problems 

6.44. Prove that every finitely generated torsion group is finite. 

Solution: 
By the fundamental theorem of finitely generated abelian groups, if G is finitely generated it is 

the direct sum of a finite number of cyclic groups. If G is a torsion group, then it is the direct sum 
of a finite number of finite cyclic groups. Hence G is finite. (Compare with Problem 4.31, page 105.) 

'" 6.45. Let G = ~ Gi where Gi is a cyclic group of order 2 for i = 1,2, . ... Prove that G is not 
i=1 

finitely generated. 

Solution: 
Every element in G is of finite order, for if U(¥ 1) E G, U = Ul + U2 + ... + Un, Ui E Gi, (i' E Z), 

and 2U = 2Ul + ... + 2Un = 0 + ... + 0 = O. Thus G is a torsion group. If G were finitely gen­
erated. G would be finite by the preceding problem. But G is clearly infinite. Therefore G cannot 
be finitely generated. 

c. The type of a finitely generated abelian group 

In Section 6.3b we proved that a finitely generated abelian group is a direct sum of 
cyclic groups. However, such a decomposition is not unique: first, the direct summands 
are not unique (see Problem 6.46 below); moreover, the number of direct summands can 
vary (see Problem 6.19, page 187). 

We say that two decompositions are of the same kind if they have the same number 
of summands of each order. For example, two decompositions of a group into the direct sum 
of three cyclic groups of order 4 and two cyclic groups of infinite order are said to be of 
the same kind. A concrete example of two decompositions of the same kind is given in 
Problem 6.46. 

As we remarked in Corollary 6.19, every finitely generated group can be decomposed 
into the direct sum of a finite number of cyclic groups of prime power or else infinite order. 

Our aim is to prove 

Theorem 6.21: Any two decompositions of a group G into the direct sum of a finite num­
ber of cyclic groups which are either of prime power order (# 1) or of in­
finite order, are of the same kind. 

Proof: We shall separate the proof into four cases: (1) both decompositions involve only 
infinite cyclic groups, (2) both decompositions involve only cyclic groups of order a power 
of fixed prime p, (3) both decompositions involve no infinite cyclic groups, and (4) the 
general case. 
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Case 1. 
A 

where h Ii for j = 1, ... , k and i = 1, ... , l respectively, are infinite cyclic groups. 
From Corollary 6.12, page 193, we conclude that k = l. (Alternatively we may 

proceed as in Problem 6.52.) 

Case 2. 
Both decompositions involve only cyclic groups of order a power of a fixed prime p. 

We shall write for any integer n, nG = {ng I g E G}. If G is a group, nG is a subgroup 
(Problem 6.53). To prove case 2 we will need the following lemma. 

Lemma 6.22: Let G = A EB B. If n is any integer, then nG = nA EB nB. 

Proof: As nAnnBcAnB={O}, gp(nA,nB)=nAEBnB. If gEnG, there exists 
hE G such that nh = g. Let h = a + b, a E A and b E B. Then g = nh = na + nb. 
Accordingly nG C nA EB nB enG and so nG = nA EB nB. 

Corollary 6.23: Let G = Al EB ... EB A k • Let n be an integer. Then 

nG = nAl EB ... EB nAk 

Proof: We apply Lemma 6.22 to one direct summand at a time. Then the result 
follows. 

Corollary 6.24: Let G be expressed as the direct sum of ki cyclic groups of order pi, 
1 ~ i ~ r. Then pG is expressible as the direct sum of ki cyclic groups 
of order pi-l where 2 ~ i ~ r. 

Proof: This is an immediate consequence of Corollary 6.23 and the fact that if A 
is cyclic of order pi, pA is cyclic of order pi-l. Hence the corollary follows. 

We are now in a position to prove case 2. We proceed by induction on the order of 
G. If IGI = 1 or p, then the result is immediate. If the result is assumed true for all 
groups of order less than n that satisfy the conditions of case 2, then let \G\ = n. Sup­
pose G is expressed as the direct sum of ki cyclic groups of order pi for 1 ~ i ~ r, and 
also as lj cyclic groups of order pi for 1 ~ j ~ s. Then pG is expressible (by Corollary 
6.24) as the direct sum of ki cyclic groups of order pi-l for 2 ~ i ~ r on the one hand, 
and as the direct sum of li cyclic groups of order pi-l for 2 ~ i ~ s on the other. As 
\pG\ < \G\, it follows by the induction assumption that r = sand ki = li for 2 ~ i ~ r. 
Now we must still prove that kl = ll. But \G\ = pkl(p2)k2 ... (pr)kr = p!.(p2)!2 ... (pr)!r, 
and so II = k l • Thus we have proved both decompositions are of the same kind, as 
required. 

Case 3. 

G is expressed in two ways as the direct sum of a finite number of cyclic groups of 
prime power order. 

We have dealt with the case where only one prime is involved. We proceed by in.., 
duction on the number of primes involved. Let p be one of the primes involved. Let 
A l , ••• , Am be all the direct summands of order a power of p in the one decomposition, 
Bl, ... , Bn the other direct summands involved, so that 

G = Al EB ... EB Am EB Bl EB ... EB Bn 

Putting A = Al EB ... EB Am and B = Bl EB ... EB Bn, it follows that G = A EB B. 

Let Xl, ... , X k be all the direct summands of order a power of p in the second de­
composition, Y 1, ••• , Y! the remaining direct summands, so that 

G = Xl EB ... EB X k EB Y1 EB ... EB Yr 

Put X = Xl EB ... EB X k , Y = Yl EB ... EB Yr. Then G = X EB Y. We claim that A = X 
and B = Y. 
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Let g EA. Then g = x + y where x E X and y E Y. Now the order of any 
nonzero element of Y is coprime to p. As g is of order a power of p, y = 0 (Problem 
6.54). Hence g E X, and so A ~ X. Similarly X ~ A and we conclude that A = X. 
By a similar argument B = Y. 

Thus A1 EB ... EB Am = Xl EB ... EB X k and B1 EB ... EB Bn = Y 1 EB ... EB Y!. By the 
induction hypothesis, A1 EB ... EB Am and Xl EB ... EB X k on the one hand, and B1 EB ... EB Bn 
and Y 1 EB ... EB Y! on the other, are of the same kind. Hence the two decompositions are 
of the same kind and the result follows. 

Case 4. 
Let G be expressed as the direct sum of cyclic groups of prime power order or of 

infinite order in two ways, say 
A A A A 

G = 11 EB ... EB 1m EB F1 EB ... EB Fn = 11 EB ... EB Ire EB F1 EB ... EB F! 
A A 

where h Ii are infinite cyclic groups and F i, Fi are groups of prime power order. 

Let T(G) be the set of all elements of finite order (see Theorem 6.9, page 189). Then 
T(G) is the direct sum of the direct summands of finite order in both cases (Problem 
6.55). Thus A A 

T(G) = F\ EB '" EB Fn = F1 EB ... EB F! 

Hence by case 3, F1 EB ... EB F m and P1 EB ... EB FI are of the same kind. 
A A 

Also G/T(G) "'" 11 EB ... EB 1m"'" 11 EB ... EB Ire (by Problem 6.11, page 181). By Prob-
lem 6.56, 11 EB ... EB 1m is the direct sum of k infinite cyclic groups. Then k = m by 

A A 

case 1. Therefore we have proved that 11 EB 12 EB ... EB 1m EB F1 EB ... EB Fn and 11 EB 12 EB 
A A A 

... EB Ire EB F1 EB ... EB F! are of the same kind. This completes the proof of the theorem. 

If a finitely generated group G is the direct sum of cyclic groups of orders p~l, ... , p~k 
and 8 infinite cyclic groups, where P1, ... ,Pk are primes, P1 ~ P2 ~ ... ~ Pk, r1, ... , rk posi­
tive integers with ri ~ ri+ 1 if Pi = Pi+ 1, then the ordered k + 1-tuple (p~l, ••. , p~k; 8) is 
called the type of G. (The definition of type differs slightly from book to book. Usually it 
is applied only to p-groups.) By Theorem 6.21 the type of G is uniquely defined. We can 
now give a criterion for the isomorphism of two finitely generated abelian groups. 

Theorem 6.25: If F and G are two finitely generated groups, then they are isomorphic if 
and only if they have the same type. 

Proof: Let F = A1 EB ... EB A k. If cp: F ~ G is an isomorphism, then G = A 1cp EB 
... EB Akcp (Problem 6.56). As Aicp "'" Ai, it follows that F and G have the same type. 
Conversely, if F and G have the same type they are clearly isomorphic (Theorem 6.5, 
page 185). 

Problems 

6.46. Let G = A EB B where A and B are cyclic of order 2. Find C and D such that G = C EB D 
where C and D are cyclic of order 2 and C -# A and C -# B. 

Solution: 
Let A = {O, a}, B = {O, b}. Put C = {O, a + b}. Then C is cyclic of order 2. Also put D = B. 

ThenC+D={O,a+b,b,a+b+b=a},andsoC+D=G. Also CnD={O}. Thus G=CEBD. 

6.47. If the type of F is (11) ... , fk; f) and that of G is (U1> ... , Up; U) where f1 = p~l, f2 = p;2, ... , fk = p~k, 
U1 = q~l, ... , UI = q:! and Pk < q1> where the Pi and qi are primes, find the type of FEB G. 

Solution: 

We have P1 "" P2 "" ... "" Pk < q1 "" ... "" ql' Hence the type of F EB G is 

(f1,·· ·,h,U1'·· .,UI; f+ U) 
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6.48. If F, G and H are finitely generated abelian groups, show that FEB G 2" F EB H implies that 
G2"H. 

Solution: 
Express F, G and H as direct sums of cyclic groups of prime power and infinite orders. If the 

type of F is (h ... , h; I), and that of G is (gl' ... , gl; g) while that of H is (h1' ... , hm ; h), then the 
type of F EB G is (a1' ... ,·ak + l; I + g) where a1' ... , ak + 1 is 11, ... , ik, gl, ... , gl in some order, while 
the type of FEBH is (b1, ... ,bk+m ; I+h) where b1,· .. ,bk+m is 11, ... ,h,h1, ... ,hm in some order. 
For two abelian groups to be isomorphic we require that (by Theorem 6.25) their types are the same. 
Accordingly the types of G and H are the same and G 2" H. 

6.49. Find up to isomorphism all abelian groups cf order 1800. 

Solution: 
Observ~ that 1800 = 233252. So an abelian group of order 1800 is a direct sum of a group of 

order 23, a group of order 32 and a group of order 52. The possible types of !l group of order 23 

are (23; 0), (22,2; 0), (2,2,2; 0). Thus there are precisely 3 groups of order 8. The possible types 
of a group of order 32 are (32; 0) and (3,3; 0), so there are 2 non-isomorphic groups of order 9. 
Similarly there are 2 non-isomorphic groups of order 25. Then the total number of non-isomorphic 
groups of order 1800 is 3 X 2 X 2 = 12. 

Compare the ease with which we solve this problem with the effort required to find all the 
groups (non-abelian as well as abelian) of order 8 which we have considered in Chapter 5. 

6.50. Let p be any prime and let m be any integer. Prove that the number of groups of order pm is equal 
to the number of ways of writing m = r1 + ... + rk where r j, ••• , rk are positive integers and 
r1 "" r2 "" ... "" rk' 

Solution: 
A group of order pm has all its elements of order a power of p. Hence its type will be of 

the form (pT1, pT2, ... , pTk; 0) with r1 "" r2 "" .. , "" rk' Since G is of order pm, and 

IGI = pT1pT2 ... pTk = pT1 + ... +Tk 

we conclude that r1 + ... + rk = m. 

6.51. Prove that a cyclic group of order pn, where p is a plime, is not expressible as the direct sum of 
nontrivial subgroups by the following two methods: (1) directly, (2) by using Theorem 6.21. 

Solution: 
(1) Suppose G = A EB B where A, B are nontrivial subgroups of G. Clearly IAI "" pn-1 and 

IBI "" pn-1 as lGI = pn. Let G = gp(g). Then g = a + b, a E A, and bE B. As pn-1g = 
pn-1a + pn- 1b = 0, g is of order less than pn-1. But gp(g) = G and is of order pn. Thus we 
have a contradiction. 

(2) Since G is cyclic of order pn, the type of G is (pn; 0). Hence by Theorem 6.21, only one of the 
direct summands is nonzero, i.e. G cannot be expressed as a direct sum of more than one non­
trivial group. 

6.52. Prove, by considering the direct sum of cyclic groups of order 2, that if G is the direct sum of k 
infinite cyclic groups and also the direct sum of l infinite cyclic groups, then k = l. 
Solution: 

Let G = gp(X1) EB ... EB gp(Xk)' Let H = gp(2X1' ... , 2Xk)' Then by Corollary 6.17, GIH 
is the direct sum of k cyclic groups of order 2. Thus IGIHI = 2k. Clearly He 2G. Also if g E G, 
g = r1x1 + ... + Tkxk' Then 2g = r1(2x1) + ... + rk(2xk) E H, from which 2G C H. Thus H = 2G. 

Now by a similar argument we conclude that if G is the direct sum of l infinite cyclic groups, 
IG/2GI = 21. Thus l = k. 

6.53. Prove that nG is a subgroup of G where n is a given integer. 

Solution: 
If h, k EnG, h = nl, k = ng where I, g E G. Hence h - k = n(f - g) EnG, and so nG is 

a subgroup. 



202 ABELIAN GROUPS [CHAP. 6 

6.54. Let G be an abelian group, G = X EB Y. Let x E X, Y E Y. Prove that (1) if x and yare of 
finite order, then the order of x + y is the least common multiple (lcm) of the orders of x and y; 
(2) if x is of infinite order, x + y is of infinite order. 

Solution: 
(1) Let 1 = lcm of the orders of x and y. Then l(x + y) = lx + ly = O. Now if m = order of x + y, 

then m(x + y) = mx + my = 0 implies mx = 0 and my = O. This in turn implies that the 
order of x divides m and the order of y divides m. Thus we have the result. 

(2) If x is of infinite order and m(x + y) = 0, then mx + my = O. But by the uniqueness of such 
expressions in direct sums, mx = my = O. Since x is of infinite order, m = O. 

6.55. Let G = II EB ... EB 1m EB FI EB ... EB Fn where each Ii is torsion-free and each Fi finite. Let 
T(G) be the set of all elements of finite order. Prove that 

T(G) = FI EB ... EB Fn 
Solution: 

Clearly T(G);JFIEB···EBFn • If gET(G), g=iI+···+i,.,+/I+···+ln whereiv ... ,im 
are elements of II' ... ,Im respectively, and 11' .. . .In are elements of Fv ... ,Fn respectively. As 
g is of finite order r, say, 

rg = ril + ri2 + ... + rim + r/l + ... + rl n = 0 

By definition of the direct sum, it follows that 

ril = ri2 = ... = rim = r/l = ... = rln = 0 

Since II, .. . ,Im are torsion-free, we have il = i2 = ... = i,., = O. Thus g E FI EB ... EB Fn and 
the result follows. 

6.56. If F = Al EB ... EB Ak and ¢: F --> G is an isomorphism, then G = A I ¢ EB ... EB A k¢. 

Solution: 
We must show that every element of G is uniquely of the form aI¢+ ... ~ +ak¢ where aI, .. . ,ak 

belong to AI' .. . ,Ak respectively. Now if g E G, there exists IE F such that I¢ = g. But 
1= al + ... + ak and so g = aI¢ + ... + ak¢. If aI¢ + ... + ak¢ = a:¢ + ... + a~¢, then 

(al - a~)¢ + ... + (ak - a~)¢ = 0 

Let k = al - a: + ... + ak - a~. k belongs to Ker ¢. Since ¢ is an isomorphism, k = O. 

By the uniqueness of expression of direct sums, 

al - a~ = a2 - a~ = ... = ak - a~ = 0 

so that al = a~, a2 = a~, ... , ak = a~. Therefore each element of G is expressible in the form 
aI¢ + ... + ak¢ in one and only one way. 

d. Subgroups of finitely generated abelian groups 

The purpose of this section is to decide which groups (up to isomorphism) can appear 
as subgroups of finitely generated abelian groups. We begin with 

Theorem 6.26: Let G be free abelian of rank n. Then any subgroup H of G is free abelian 
of rank less than or equal to n. 

Proof: By Lemma 6.15, page 196, there exist a basis CI, ••• , Cn of G and integers 
UI, .. • ,Un such that H = gp(UICI, ... ,Uncn). If UI, ... ,Ui are nonzero, and Ui+I = Ui+2 = 
... = Un = 0, then 

gp(UICI, ... , Uncn ) = gp(UICl) EB ... EB gp(UiCi) 

(See Problem 6.57.) Hence the result. 

Corollary 6.27: Let A be a finitely generated abelian group. Then every subgroup of A 
is finitely generated. 

Proof: As A is a finitely generated abelian group, it is isomorphic to some factor group 
of a finitely generated free abelian group G, say A ~ GIN. The subgroups of GIN are of 
the form HIN where H is a subgroup of G. By Theorem 6.26, H is finitely generated and 
therefore so is HIN. Consequently every subgroup of A is finitely generated. 
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From this corollary we see that only finitely generated abelian groups can occur as 
subgroups of finitely generated abelian groups. 

Theorem 6.28: Let G be a finitely generated group and H a subgroup of G. Let G and H 
be expressed as direct sums of infinite cyclic groups and cyclic groups of 
prime power order. If the number of infinite cyclic groups in these decom­
positions for G and Hare m and k respectively, then k ~ m. 

Proof: Let 
A A 

G = 11 EB ... EB 1m EB Fl EB ... EB F n, H = 11 EB EB Fz 
A A 

where the l;, Ii are infinite cyclic groups and the Fi, Fi are cyclic groups of prime power 
order. Let T(G) and T(H) be the torsion subgroups of G and H respectively, i.e. the re­
spective sets of elements of finite order (Theorem 6.9, page 189). Then T(H) = H n T(G). 
Now G/T(G) """ /1 EB ... EB 1m by Problem 6.11, page 181. Thus the rank of G/T(G) is m. 
(See the remarks following Theorem 6.11, page 192.) Since (H + T(G))/T(G) ~ G/T(G), 
(H + T(G))/T(G) is free abelian of rank less than m, by Theorem 6.26. But 

(H + T(G))/T(G) """ H/Hn T(G) """ H/T(H) 

by the subgroup isomorphism theorem (Theorem 4.23, page 125). It follows as before 
that H/T(H) """ /1 EB ... EB h. Thus k ~ m. 

Again let G be finitely generated and H a subgroup of G. (Recall that if F is any abelian 
group and p a prime, Fp = {f [ f E F and of order a power of p}.) Gp, as a subgroup of a 
finitely generated abelian group, is finitely generated (Corollary 6.27) and so is Hp. Clearly 
Gp :2 Hp. Thus we are led to inquire what groups can occur as subgroups of finitely gen­
erated p-groups. Of course a finitely generated p-group is finite (Problem 6.44). 

We first require a lemma. 

Lemma 6.29: Let G have type (pTI, ... , pTn; 0). Then the number of elements of order p 
in G is pn-1. 

Proof: Let G = Cl EB ... EB Cn where each Ci = gp(Ci) and the order of Ci is pTi. If 
x EGis of order p, and x = tlCl + '" + tncn where ti E Z, then pTi- l divides t;,. Hence 
the elements of order p are a subset of H, where 

H = pTelCl EB ... EB pTn-1Cn 

On the other hand every element (# 0) of H is of order p, so H - {O} is the set of all elements 
of order p. Accordingly, as [H[ = pn, the number of elements of order p in G is pn - 1. 

Theorem 6.30: Let G be a group with type (pTl,pT
2, ••• ,pTm;O). Let H be any subgroup. 

If the type of H is (pSI, ... , pSn; 0), then n ~ m and 0 < Si ~ ri, i = 1, ... , n. 

Proof: We proceed by induction on [G[. If [G[ = 1 or p, the result is trivial. Hence 
assume [G[ > p, and the result holds for groups of order less than [G[. Now H has type 
(pSl, pS

2, ••• , pSn; 0), and so the number of elements of order p in H is, by Lemma 6.29, 
pn - 1. Similarly, the number of elements of order p in G is, by Lemma 6.29, pm - 1. 
Clearly pn - 1 ~ pm - 1 and consequently n ~ m. 

Now [pG[ < [G[. We can therefore assume the result holds by induction for pG and 
its subgroup pH. 

At this point we experience a minor notational inconvenience. If for example rm > 1, 
pG is of type (pTl-t, ... ,pTm-l;O). However, if rm = 1 and rm-l> 1, pG is of type 
(pTl-t, ... ,pTm-l-l;O). Therefore we need additional notation. Define m* = m if rm> 1; 
otherwise define m* to be an integer such that rm* > 1, but rm*+l = 1. As rl::=" r2::=" ... ::=" 

Tm* > 1 and, if m* # m, rm*+l= .,. = rm = 1, then pG is of type (pTl-l, .. . ,pTm*-l; 0). 
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Similarly, let us define n * = n if Sn > 1; otherwise define n * to be an integer such that 
Sn* > 1 but Sn* +1 = 1. Arguing as in the paragraph above, pH is of type (pSI-I, ••• , p

S
n*-1 ; 0). 

Then by the inductive hypothesis we have 

n * - 1 =0: m * - 1 and Si - 1 =0: ri - 1 for i = 1, ... , n * 
If n* = n, the result follows immediately. If n* =1= n, then Sn*+1 = ... = Sn = 1. Hence 
rn'+I~Sn*+I, ••• , rn~Sn. Thus Si=O:ri for i= 1, .. . ,n. 

With Theorems 6.28 and 6.30 it is easy to determine, knowing the type of a given finitely 
generated abelian group G, the possible types of subgroups of G. (See Problem 6.60.) 

It can be shown (Problems 6.62-65) that every factor group of a finite abelian group G 
is isomorphic to a subgroup of G. Therefore we know the types of homomorphic images 
of finite abelian groups. 

Problems 
6.57. Let G = A EEl B and let C, D be subgroups of A, B respectively. Show that C + D = C EEl D. 

(This can obviously be generalized to the direct sum of any number of groups.) 

Solution: 
As {O}=AnB;;:)CnD, we have CnD={O}. Thus C+D=CEElD. 

6.58. Let G have type (pTl, ... , pTn; 8). Suppose that for some i"" j 
1 n 

Pi = Pi + 1 = ... = Pi' Pi-l =1= Pi 

Put P = Pi. Show that the type of Gp is (pTi, ... , pTi; 0). 

Solution: 
Decompose G into the direct sum of infinite cyclic groups and groups of prime power order. 

Clearly G = Ai EEl ••• EEl Ai EEl R where Ak is of order pTk for i "" k "" j, and R is the direct sum 
of the cyclic groups which are not of order a power of this prime p in the given decomposition of 
G. Then Gp ;;:) Ai EEl ••• EEl Ai. On the other hand, as any nonzero element of finite order from R 
is of order coprime to that of p, Gp C; Ai EEl ••• EEl Ai. Thus Gp = Ai EEl ..• EEl Ai' and the result 
follows. 

6.59. Let G be of type (pTl, .•. , pTm; u). Show that G has subgroups of type (pSI, ... , pSn; v) where n "" m 

and 1 "" 8i "" ri for 1 "" i "" n and v "" u. 

Solution: 
Let G = Al EEl ••• EEl Am EEl II EEl ••• EEl Iu where Ai is cyclic of order pTi, and II' ... , Iu are 

infinite cyclic groups. Now each Ai has a subgroup Bi of order p\ 1 "" i "" n. By repeated applica­
tion of Problem 6.57, 

Bl + ... + Bn + II + ... + Iv = Bl EEl ••• EEl Bn EEl II EEl ..• EEl Iv 

This is then a subgroup of G of type (psI, ... , pSn; V), as required. 

6.60. Let G be of type (33,32,52,73 ; 1). Determine whether G has a subgroup H of type 
(a) (3,3,72,7; 1), (b) (3,3,5,7; 2), (c) (33,33,52,73; 0), (d) (3,3,7; 1). 

Solution: 
(a) No, as then G7 is of type (73 ; 0) whereas H7 is of type (72,7; 0) by Problem 6.58. This is a con-

tradiction to Theorem 6.30. 
(b) No. A direct contradiction to Theorem 6.28. 
(c) No. Compare G3 and H3 as in (a). 
(d) Yes. 

6.61. Give an infinite number of examples of an abelian p-group that contains exactly p + 1 subgroups of 
order p. 

Solution: 
If G is a group with p + 1 subgroups of order p, each of them contributes p - 1 distinct elements 

(the identity is common to all) of order p. Hence in all there are (p -l)(p + 1) = p2 -1 elements 
of order p. 
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By Lemma 6.29 a p-group with p2 - 1 distinct elements of order p contains p2 summands which 
are cyclic groups of order a power of p. Let 1 ==: ri' where i = 1, ... , p2, be integers. Then any 
group of type (prl, ... , pTp; u) where u is a nonnegative integer, has exactly p2 - 1 elements of order 
p and thus exactly p + 1 subgroups of order p. 

6.62. Let G be a p-group. Suppose G = gp(a) EEl B. Prove that G = gp(a, + b) EEl B where b E B is 
of order less than or equal to the order of a. 

Solution: 
If x E gp(a + b) n B, then x = r(a + b) = b1 where b1 E Band r is an integer. Thus 

ra = b1 - rb. Since gp(a) nB = {O}, ra = O. Then r is divisible by the power of p which is the 
order of a. Consequently rb = O. Hence b1 = 0 and x = O. Clearly gp(a + b) + B = G and the 
result follows. 

6.63. Let G be a finite p-group. Prove that if g E G and g is of order p, g appears as an element of 
a cyclic direct summand of G. 

Solution: 
G is the direct sum of cyclic groups, say G = gp(Cl) EEl ... EEl gp(cn ). If g = 0, the result 

follows immediately. Otherwise, without loss of generality, suppose that 

g = rlpw1cI + ... + rmpwmcm 

where (ri' p) = 1, r;pw; Ci # 0 and WI ==: W 2 ==: •• , ==: Wn- Put rici = c;. Clearly gp(cD = gp(CI)' 
Then g = pWl(C~ + d) where dE gp(C2' ... , cn)' As g is of order p and pWIC; # 0, the order of d 
is less than or equal to the order of c{. By Problem 6.62, on putting c = c; + d, we obtain 

G = gp(c) EEl gp(C2, ... , cn) 
Since g E gp (c), the result follows. 

6.64. Let G be a finite p-group. Let N = gp(g) be of order p. Prove that GIN is isomorphic to a sub­
group of G. 

Solution: 
By Problem 6.63, G = gp(c) EEl B where g E gp(c). Then GIN == (gp(c)/N) EEl B (Lemma 

6.16, page 197). But clearly gp(pc) == gp(c)/N. Thus gp(pc, B) == GIN. 

6.65. Let G be a finite group. Prove by induction on IGI that if N is a subgroup of G, GIN is isomorphic 
to a subgroup of G. 

Solution: 
Assume the result is true for all groups of order less than r. Let IGI = r and let N be a sub­

group of G. If N = {O}, GIN == G and there is nothing to prove. If N is of order a prime p, 
G = Gp EEl E where Gp is the p-component of G, and N C; Gpo Then GIN == (GpIN) EEl E by 
Lemma 6.16. Now Gp/N == H, a subgroup of Gp' by the preceding problem. Hence GIN == HEEl E 
and H EEl E is a subgroup of G. If N is not of order a prime, there is an element no of N of order a 
prime p by Proposition 5.9, page 137. Let No = gp (no). Then (GINo)/(NINo) == GIN. As 
IGINol < IGI, GINo has a subgroup HINo == GIN. H # G, since otherwise N = No which is not 
true. Thus IHI < IGI and by induction it has a subgroup K such that K == HINo == GIN. The 
result follows. 

6.4 DIVISIBLE GROUPS 

a. p-Prufer groups. Divisible subgroups 

A group G is said to be divisible if for each integer n # 0 and each element g E G 
there exists hE G such that nh = g. Both the additive group of rationals and p-Priifer 
groups are divisible in this sense (Problem 6.66 below). 

If the groups Gi, i E I, are divisible, then ~ Gi is divisible. For if n # 0 is any 
i E I 

integer and g E ~ Gi , then g = gl + ... + gk, say. So there exist hI, ... , hk such that 
i E I 

nhl = gl, ... , nhk = gk. Then 
n(hl + ... + hk) gl + ... + gk g 
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It follows that direct sums of p-Priifer groups and copies of the additive group of ra­
tionals are also divisible. We show that in fact this exhausts all divisible groups. 

To prove this we need several facts. 

First we remark that a homomorphic image of a divisible group is divisible. For sup­
pose G is divisible and H is a subgroup of G. Let g + HE GIH (g E G) and let n be a 
positive integer. Then there exists g' E G such that ng' = g. Accordingly n(g' + H) = 
g + H, and so GIH is divisible. 

Secondly we remark that if G = H EB K and G is divisible, so also are Hand K, since 
H e= GIK (Problem 6.11, page 181) is a homomorphic image of a divisible group. Similarly 
K is divisible. 

Next we need the following theorem which classifies p-Priifer groups. 

Theorem 6.31 (Main Theorem on p-Priifer Groups): Let p be a prime. Let G be a group 
which is the union of an ascending sequence of subgroups C1 <: C2 <: ... 
where Cr is cyclic of order pr for r = 1,2, . . .. Then G is isomorphic to the 
p-Priifer group. 

Proof: We may suppose that Cr = gp(c T) and that PCr+l = Cr for r = 1,2, ... (see Problem 
6.67 for the details). Define B: G ~ (QIZ)p by (mcr)B = mlpr + Z for all integers m. We 
must prove that B is an isomorphism. We are however not even certain that B is a mapping. 
The snag is this: 

If g = mCr and if also g = ncs, is gB = mlpr + Z or is gB = nips + Z? 

We will show that mlpr + Z = nips + Z, thus proving that B is uniquely defined. 

Assume without loss of generality that r:=" s. It follows that pr-scr = cs. Then 

mCr = npr-scr from which (m - npr-s)cT = 0 

As Cr is of order p', m - npT-S = kp' for some integer k. Thus m = npr-s + kp' from 
which mlpr = np-s + k. We therefore conclude that mlpT + Z = nips + Z. Thus B is a 
mapping. 

Next we show that B is a homomorphism. If g, hE G, then g, hE Cr for some integer 
r, so that g = SCr, h = tCr, with s, t E Z. Then 

(g + h)B = ((s + t)cr)B = (s + t)lpT + Z = (slpr + Z) + (tlpr + Z) = gB + hB 

Finally B is one-to-one as 

Ker B {g I gB = Z} 
= {SC, I s an integer, r a positive integer and (scr)B = slpr + Z = Z} 
= {SCr I slpT E Z} = {SCr I s divisible by pr} = {O} 

Thus the result follows. 

In the future we will call any group isomorphic to (QIZ)p a p-Priifer group. 

The following result is not only the main tool in Section 6Ab, but is also of interest in 
itself. 

Theorem 6.32: Let G contain a divisible subgroup D. Then there exists a subgroup K 
of G such that G = DEB K, i.e. a divisible subgroup is a direct summand. 

Proof: We accomplish this proof by Zorn's lemma. Let cP be the collection of all sub­
groups L of G such that LnD = {O}. (Our idea is to pick a maximal subgroup K which 
meets D in {O}. Then D + K = D EB K and we need only show that D + K = G which will 
turn out to be true because of the maximality of K.) Can we apply Zorn's lemma to CP? 
Suppose {Li liE I} is a chain in CPo Is i ld [Li in CP? We require 
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(i) D n U Li = {OJ. 
i E I 

(ii) U Li is a subgroup of G. 
i E I 

Part (i) is true because Dn/dILi ¥= {OJ implies DnL j ¥= {OJ for some L j • 

To prove (ii) we must show that if g, hE U L i, then g - hE U L i. Now g, hE U Li 
iEI iEI iEI 

implies g E L j and h ELk. Either Lk d L j or L j d L k, so without loss of generality as­
sume that LkdLj • Then since Lk is a subgroup of G, g-h ELk. Therefore g-h E ildILi 

and (ii) holds. So cP has a maximal element, say K, which satisfies DnK = {OJ. Thus 
D+K = D (f)K. 

Suppose now that D + K ¥= G. Then G/(D (f) K) is nonzero. We prove first that 
G/(D (f) K) is a torsion group. Suppose the contrary. Then we can find x E G such that 
gp(x + (D (f) K» is of infinite order in G/(D (f) K). Now x f1. K. If we put Kl = gp(K, x), 
it consists of all elements of the form nx + k, where n is an integer and k is an element of 
K. If nx+kED, then nXE(K+D). So n=O is the only possibility. But KnD={O}. 
So k = 0 follows also. Therefore DnKl = {OJ. This contradicts the maximality of K. 
Thus we have proved that G/(K (f) D) is a torsion group. 

Let x E G, x f1. K (f) D. Then gp(x + (K (f) D» is a subgroup of G/(K (f) D) of finite order. 
Suppose that x + (K (f) D) is of order w. It follows then that wx E K (f) D, but rx f1. K (f) D 
for 0 < r < w. Suppose wx = k + d. Since D is divisible, we can find d l ED so that 
wdl = d. Put Xl = X - d l. Then WXl = WX - wdl == k + d - d = k. Notice that Xl f1. K 
but WXl E K. Put Kl = gp(Xl, K). Then 

Kl = {rxl+kl r=O,l, ... ,w~l, and all kEK} 

We claim that KlnD = {OJ. For if rXl + kED, r E {O, 1, ... , w-1}, and k E K, then' 

D (f) K = rXl + (D (f) K) = r(xl + (D (f) K» 

Since Xl + (D (f) K) = x + (D (f) K), we must have r = O. So kED and thus k = O. 
Therefore KlnD = {OJ. But K is maximal. This contradiction shows that our original 
assumption, i.e. G ¥= D (f) K, is false, thus proving the theorem. 

Problems 
6.66. Use a proof different from that of Problem 6.36, page 192, to prove that a p-Priifer group is divisible. 

Solution: 
As Q is divisible, so is QIZ. But as QIZ = ~ (QIZ)p, each (QIZ)p is itself divisible, since 

pEII 

every direct summand of a divisible group is divisible. 

6.67. Let G be as defined in Theorem 6.31. Prove that we can choose elements cr such that Cr = gp(cr) 

and PCr+l = Cr ' r = 1,2, .... 

Solution: 
Assume by induction that Cl' •.. , cn have been chosen with pcr + 1 = cr for r = 1, ... , n - 1 

and Ci = gp(Ci), i = 1, ... , n. Let Cn + 1 = gp(c). Then gp(pc) is a cyclic group of order pn and, 
since cyclic groups have only one subgroup of any given order, gp (pc) = Cn" Hence r(pc) = cn 
for some integer r. As Cn is of order pn, rand p are coprime. Thus gp(rc) = Cn + l' Now put 
Cn + 1 = rc. Then pcn + 1 = Cn and it is possible to choose the elements ClJ C2, ... , as required. 

6.68. A p-group G is a p-Priifer group if and only if it has the following two properties: 
(1) every proper subgroup of G is cyclic, 
(2) there is a cyclic subgroup of G of order pi for every i = 1,2, . . .. (Hard.) 

Solution: 
First we shall prove that if G satisfies (1) and (2), it is a p-Priifer group. 
Let Cl ~ C2 ~ • " be a sequence of subgroups of G where each Ci is a cyclic group of order pi. 

00 

If the sequence is infinite, D = U Ci is a p-Priifer group (Theorem 6.31). Hence it is divisible and 
i=l 

G = D (f) K by Theorem 6.32. However, if K ¥= {O}, G has a subgroup which is the direct sum of 
two cyclic p-groups, and hence is not cyclic, contrary to the hypothesis. Accordingly, G = D is a 
p-Priifer group. 
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Suppose now that C1 C C2 C ... C Cn is a sequence of subgroups, each Ci cyclic of order pi, 
and there exists no subgroup Cn+ 1 ;;) Cn where Cn+ 1 is of order pn+1. Let Cn = gp(a). We know 
that there exists a subgroup B = gp(b) of order pn+1. Consider gp(a, b). As a finitely generated 
abelian group, it is the direct sum of cyclic groups. If it is the direct sum of two or more cyclic 
groups, it is not cyclic (Theorem 6.21). Thus gp(a, b) is cyclic, and as G is a p-group, gp(a, b) is 
cyclic of order pm where m "" n + 1. But then gp(a, b) contains a cyclic subgroup of order pn+ 1 

containing Cn' contrary to the hypothesis. The result follows. 

Next we note that the p-Priifer group satisfies condition (2). As for condition (1), let H be a 
subgroup of (Q/Z)p' If H # {Z}, then let x E H, x # 0 + Z. Let x = m/pT + Z where m is an 
integer between 1 and pT - 1. Clearly gp(x) = gp(l/pT + Z). If there is no integer n for which 
l/pT + Z El H for r "" n, then H = (Q/Z)p' If there exists such an integer n, He gp(l/pn + Z). 
Thus H is cyclic as required. 

6.69. Show that if U is the subgroup of the mUltiplicative group of the complex numbers consisting of 
all the nth roots of unity, then U == Q/Z. 

Solution: 

U = ~ Up by Theorem 6.10, page 190. Now Up is the union of cyclic groups of order pi, 
pEII 

namely Up is the union of Ci = gp ({x j x is a pith root of unity}). But Ci is cyclic of order pi. Then 
by Theorem 6.31, Up == (Q/Z)p' Thus, as Q/Z = ~ (Q/Z)p (by Theorem 6.10), Q/Z == U by 
Theorem 6.5, page 185. p E II 

6.70. Show that the additive group of rationals is the union of an ascending sequence of infinite cyclic 
groups. 

Solution: 
00 

Let Qn = gp(l/n!). Q the additive group of rationals. 

6.71. Show that if G is a p-Priifer group and H, K are subgroups of G, then either H;;) K or K;;) H. 

Solution: 

If one of H or K is G, the result is true. Assume both Hand K are proper subgroups. Then 
by Problem 6.68, Hand K are both finite cyclic groups. Suppose pT = jHj "" jKj = pS. Then H con­
tains a subgroup of order jKj, say H 1• Now both H1 and K are contained in some cyclic subgroup 
of G, as G is the union of cyclic subgroups. But then it follows that H1 = K, as there is one and 
only one subgroup of order pS in a cyclic p-group of order exceeding pS. Therefore H;;) K. 

6.72. Let G be an ascending union of infinite cyclic groups Ci such that Ci = gp(Ci) and (i+ 1)Ci+1 = ci , 

for i = 1,2, .... Prove that G is isomorphic to the additive group of rationals. (Hard.) 

Solution: 

Let Q denote the additive group of rationals and let Qi = gp(l/i!), i = 1,2, . . .. Clearly, 

Qi+1 ~ Q i and U Qi = Q. We shall prove that fJ below defines a mapping of G to Q. Define 
i=l 

(zCi)fJ = z/i! where Z E Z. We must prove that fJ is uniquely defined. 

Suppose Zlci = Z2Cj' zvzz and i,j integers. If i === j, then ci = (j!/i!)cj. Hence ZlCi = 
zl(j!/i!)cj = ZZCj. Since Cj is infinite cyclic, zl(j!/i!)cj = ZZCj implies that zl(j!/i!) = z2' 

To prove that fJ is well defined, we must show that zl/i! = zz/j!, i.e. zl(j!/i!) = zz. But this is 
00 

what we have just shown. Since CifJ = Qi = gp (l/i!), it follows that GfJ;;) U Qi = Q. Hence fJ is 
an onto mapping.· ;=1 

Is fJ a homomorphism? Let f, g E G. We may as well suppose that f, g E Ci for some integer i. 
Hence f = ZlCi' g = ZZci' say. f + g = (Zl + Z2)Ci' .Then 

1 Zl Z2 1 
(f + g)fJ = (Zl + Z2) 7f and ffJ + gfJ = -:-;- + -:-;- = (Zl + Z2)"7f 

to t. to t. 
Thus fJ is a homomorphism. 

Finally, to show that fJ is an isomorphism, it is sufficient to show that Ker fJ = {O}. Suppose f 
is such that ffJ = O. We have that f = zCi for some integers Z and i. Then ffJ = z/i! = 0 only if 
Z = O. Hence f = 0 and the result follows. 
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b. Decomposition theorem for divisible groups 
The results of Section 6.4a enable us to deduce the following decomposition theorem 

for divisible groups. 

Theorem 6.33: A divisible group is the direct sum of p-Priifer groups and copies of the 
additive group of rationals. LhL\r·<--,.'",~ ,~L~<.> £.~j. 

Proof: Let G be divisible and let T be the torsion subgroup of G. Now for any integer 
n and element t E T, there exists an element g E G such that ng = t. Since t is of finite 
order, so is g, and hence gET. Thus T is itself divisible. A divisible subgroup is a direct 
summand (Theorem 6.32); so G = T EEl F. Since Tn {F} = 0, F ~ (T EEl F)/T; hence F is 
torsion-free by Theorem 6.9, page 189. Moreover, as F is a direct summand, F is itself 
divisible. We now consider F and T separately. 

(a) F. 'l-t. \J. \1..b S ;" \r-. J Q. 1 lrc. r: - ~ Q,' I ."\ . .;,) Q 
We show that F is a direct sum of copies of the additive group of rationals. To this 

end let S be a maximal independent set (Theorem 6.13, page 194). For each S E S we 
shall define a subgroup Cs of F. Let r!,s = s. For a given S E S and positive integer 
i, there exists by the divisibility of F an element ri+Ls E F such that (i + l)ri+Ls = ri,s. 
We put Cs = gp(ri,s I i = 1,2, ... ). It follows then from Problem 6.72 that Cs is iso­
morphic to the additive group of rational numbers. Note that if x E Cs, x =F 0, then 
there is a nonzero multiple of x which is also a multiple of s, as S =F 0. (This is true for 
any two nonzero rational numbers.) 

We claim that F is actually the direct sum of these subgroups Cs as S ranges over S. 
To prove this, suppose that SI, S2, ... , Sn are distinct elements of S and that CI + C2 + ... 
+ Cn = 0, where Cj E CSj , Cj =F ° (j = 1, ... , n). 

As we remarked above, there exists a nonzero multiple k j of each Cj which is then a 
multiple of Sj. Hence there exists a nonzero integer k, namely ki ... kn, such that 
kCj = ljsj, where lj is a nonzero integer. As kCI + ... + kCn = ° is a consequence of 
C1 + C2 + ... + Cn = 0, we find therefore, on substituting for the elements kCj the elements 
ljsj, that llSl + ... + lnsn = 0. But the elements Sl, ... , Sn are independent. From this 
contradiction it follows that the Cs generate the direct sum 

C = gp(Cs I S E S) = 1: Cs 
s E S 

But C is divisible since each summand Cs is divisible. Hence C is a direct summand 
(Theorem 6.32), i.e. F = C EEl D, say. If D =F {O}, then let dE D (d =F 0). Clearly 
the set SU {d} is definitely larger than S since dEl S (d does not even lie in C) and 
S U {d} is independent. This is a contradiction as S is a maximal independent set. So 
F = C is a direct sum of copies of the rationals. 

(b) T. 
First of all T = 1: Tp by Theorem 6.10. Since T is divisible, so also are the 

pElT 

summands Tp. It is sufficient then to assume that T is a divisible p-group and to prove 
that T is a direct sum of p-Priifer groups. 

Let P be the set of elements of T of order at most p. P is clearly a subgroup. Let 
S be a maximal independent subset of P (Theorem 6.13). For each S E S define 
c1,s, c2,s, . .. inductively as follows: (a) pc!,s = s, (b) PCi+l,s = ci,s for i = 1,2, .... 
This is possible since T is divisible. Clearly gp(cl,s) C gp(c2,s) c .. '. Since gp(ci,s) is 
cyclic of order pi+I, Cs = gp(c!,s, c2,s, ... ) is an ascending union of cyclic groups of 
order .pi, one for each i = 1,2, . . .. Accordingly by Theorem 6.31, Cs is a p-Priifer 
group. Then C = gp(Cs I S E S) is divisible. By Theorem 6.32, C is a direct summand 
of T, i.e. T = C EEl D. If D =F {O}, there is an element of dE D of order p. Since 
SeC, SU {d} is an independent subset of P larger then S, and so we must have D = {O} 
by the maximality of S. Thus T = C. 
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It remains only to prove that G = ~ Gs• If 81,82, ... , 8 n are distinct elements of 
s E S 

S, and Cl + C2 + ... + Cn = 0 where Ci E GSi for i = 1, ... , n, then, similarly to (a) 
above, we arrive at a dependent relation between 81, ... , 8 n, unless Cl = C2 = ... = Cn = 0 
(Problem 6.78). 

The proof of the theorem is complete. 

Problems 

6.73. Prove that (a) every free abelian group is isomorphic to a subgroup of a divisible abelian group, 
and (b) every abelian group is isomorphic to a subgroup of a divisible group. 

Solution: 

(a) A free abelian group F is a direct sum of infinite cyclic groups Ci (i E I): F = ~ Ci• Now 
iEI 

we choose one copy of the rationals Qi for each i E I. Let K = ~ Qi and let di ;6 0 be 
iEI 

chosen in each Qi' F is clearly isomorphic to gp({di liE I}). But ~ Qi is divisible since each 
Qi is divisible. The result follows. i E I 

(b) If G is any group, G == FIN for some free abelian group F and some subgroup N. 

Now in (a) we have proved that there exists a divisible group D containing F. Hence D 
contains N, and so DIN contains as a subgroup FIN, i.e. G. Now DIN is divisible since a 
homomorphic image of a divisible group is divisible. Thus the result follows. 

6.74. Suppose G has the property that if H is any group such that H d G, then G is a direct summand 
of H. Prove that G is divisible. 

Solution: 
G is a subgroup of some divisible group D by Problem 6.73. Thus D = G EB T. But every direct 

summand of a divisible group is divisible. Therefore G is divisible. 

6.75. Let G be an infinite group whose proper subgroups are all finite. Prove that G is a p-Priifer group 
by using the theorem which states: if G is a group such that for some integer n;6 0, nG = {O}, 
then G is a direct sum of cyclic groups (of finite order). (This theorem is not proved in this text.) 

Solution: 

Consider the subgroups nG for all positive integers n. If nG = G for all such n, then G is 
divisible, and so G is the direct sum of p-Priifer groups and copies of the additive group of rationals. 
As all the proper subgroups of G are finite and the additive group of rationals has an infinite cyclic 
group as a proper subgroup, only p-Priifer groups are involved. Since each p-Priifer group is 
infinite, G must in fact be a p-Priifer group. 

If on the other hand nG is a proper subgroup of G for some n, then nG is a finite group of order 
m, say, and so mnG = {O}. Using the theorem quoted in the statement of the problem, G is the 
direct sum of finite cyclic groups. As G is infinite, it must be the direct sum of an infinite number 
of cyclic groups Ci• But then the subgroup generated by all but one of the Ci must be infinite. This 
contradiction proves the result. 

6.76. (a) Let G be any group and let S be the subgroup generated by all the divisible subgroups of G. 
Prove that S is divisible. 

(b) Prove that G is the direct sum of a divisible group and a group which has no divisible subgroups 
other than the identity subgroup {O}. 

Solution: 

(a) Let 8 E S. Then 8 = hi + h2 + ... + hn where each hi belongs to a divisible subgroup Hi of G. 
Thus if z;6 0 is any integer, there exist k i E Hi such that zki = hi' As S d Hi for each 
i E I, 

Hence S is divisible. 
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(b) Since S is divisible, we can apply our direct summand theorem for divisible subgroups 
(Theorem 6.32) to find that G = S EEl T. As T contains no divisible subgroup other than {O}, 
the result follows. 

6.77. (a) Prove that the additive group of rationals Q has a proper subgroup which is not free abelian. 

(b) Let G be a torsion-free group, every proper subgroup of which is free abelian. Prove that G 
is free abelian. 

Solution: 

(a) Consider the subgroup H generated by 1/2,1/4,1/8, ... , 1/2i , ... in the additive group of ra­
tionals. H is of rank 1 as Q is of rank 1 (Problem 6.38, page 194). So if H is free abelian, it 
must be infinite cyclic. But H is not infinite cyclic; for if it were, H = gp(z/2i) for some inte­
gers z and i. But then 1/2 i +1 E Hand 1/2i + 1 ~ gp(z/2i). We have only to prove that H is 
not G. This is obvious since 1/3 ~ H. 

(b) Suppose that nG = G for all positive integers n. Then G is divisible and is the direct sum 
of copies of the additive group of rationals. (As G is torsion-free, no p-Priifer group is involved.) 
But by (a) above, G will have a non-free subgroup. Thus for some n oF 0, nG oF G, and nG is 
free abelian. 

Now (J: g ~ ng is a homomorphism of G onto nG. Ker (J = {g I ng = O} = {O} as G is 
torsion-free. Hence (J is an isomorphism, and so G is free abelian. 

6.78. Prove the result stated at the end of the proof of Theorem 6.33, i.e. prove that if C1 + ... + cn = 0, 
then c1 = C2 = ... = cn = O. 

Solution: 

Assume the contrary. As the order of C1' ... , Cn is immaterial, we may assume that C1 oF 0 and 
C1 is of highest order. Say C1 is of order p!. Then p!-lci = mi8i where mi is an integer, i = 1,2, ... ,no 
Thus we obtain 

p!-l (C1 + ... + cn) = m181 + m282 + ... + m n8n 

Since m181 oF 0, we have a contradiction to the fact that S is an independent set. 

A look back at Chapter 6 

This chapter was mainly concerned with the structure of divisible and finitely gen­
erated abelian groups. 

Direct sums of groups were discussed. Given a family Ai (i E J) of groups, there is 
always a group which is the direct sum of groups isomorphic to each of the groups Ai. 
Any homomorphism of the direct summands of a group extends to a homomorphism of the 
whole group. From this it follows that if two groups are direct sums of isomorphic sub­
groups, they are isomorphic. Direct sums of infinite cyclic groups are all the free abelian 
groups. An important fact is that every abelian group is a homomorphic image of a free 
abelian group. 

The torsion group T(G) of a group G was defined, and it was shown that G/T(G) is tor­
sion-free. It was proved that if G is a torsion group, it is the direct sum of its p-components. 
This led to the definition of the p-Priifer group as the p-component of Q/Z. 

An application of Zorn's lemma proves every group has a maximal independent subset. 
The rank of a group was defined and proved an invariant of the group by the Steinitz 
exchange theorem. 

In the fundamental theorem of abelian groups, finitely generated abelian groups were 
shown to be expressible as the direct sum of cyclic groups. Two finitely generated abelian 
groups were shown to be isomorphic if and only if they have the same type. Finally, the 
type of a subgroup of a group was shown to be, roughly speaking, "less than" the type of 
the group. 
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Divisible groups were discussed. Any group which is the union of cyclic groups of 
order a power of p turns out to be a p-Prufer group. Any divisible subgroup of a group 
is also a direct summand. This led to the proof that every divisible group is the direct sum 
of isomorphic copies of the additive group of rationals and p-Prufer groups. 

Supplementary Problems 

DIRECT SUMS AND FREE ABELIAN GROUPS 

6.79. If the mapping a --> a-l, a E G, is an automorphism of the group G, prove G is abelian. 

6.80. Suppose that G is a finite group, a E aut (G), a is of order 2, and ga -#- g for all g (-#- 1) E G. 
Show that G is an abelian group. (Hint: First prove G = {g-l(ga) I g E G} and then use Problem 
6.79.) 

6.81. Denote the set of all homomorphism of an abelian group G into an abelian group H by Hom (G, H). 
If ¢,,y E Hom (G, H), we define ¢ +'1' by 

g(¢ +'1') = g¢ + g,y (1) 

for all g E G. Show that Hom (G, H) with the operation defined by (1) is an abelian group. 

6.82. If A is an abelian group and Z is the group of integers under addition, prove that Hom (Z, A) "'" A. 

6.83. Prove that the group of rationals under addition is not the direct sum of cyclic groups. 

6.84. If G is the direct sum of cyclic subgroups, show that a factor group of G is not necessarily a direct 
sum of cyclic subgroups. (Hint: Use the preceding problem and free abelian groups.) 

f.85. Let N be a normal subgroup of G. Prove that if GIN is free abelian, N is a direct summand. 

TORSION GROUP AND RANK 

6.86. If G is a finite group, show that aut (G) "'" II aut (Gp ), where 'iT is the set of all primes. 
pE1T 

6.87. Prove the first Sylow theorem, page 130, for abelian groups using the p-components. 

6.88. Let G denote the group of rotations of the plane (see Section 3Ac, page 68). As G is an abelian group 
we may use additive notation. Thus the rotation Pe followed by rotation Pe is Pe + Pe = Pe +6 • 

1 2 1 2 1 2 
Let CJ{ = {Pe I 0 = 21Tmln radians where m, n are integers, n > O}. Prove that (a) CJ{ is a subgroup 
of G; (b) every element of CJ{ has finite order; (c) if CJ{p denotes the p component of CJ{ for any prime 
p, then CJ{p = {Pe I 0 = 21TmlpT radians where m and r are integers} and CJ{p "'" the p-Priifer group. 

6.89. Let a, b be elements of an abelian group. Let the order of a plus the order of b be n. Prove by 
induction on n .that a + b is of order the least common multiple of the orders of a and b. 

6.90. Let G be an abelian group. Suppose every element of G is of order less than some fixed integer n 
and there are elements of order n in G. Prove that the elements of order n generate G. 
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FUNDAMENTAL THEOREM FOR FINITELY GENERATED ABELIAN GROUPS 

6.91. Prove that if G is a finitely generated abelian group, then G = 11 EB ... EB 1m EB C1 EB •.• EB Cn where 
I j is an infinite cyclic group (j = 1, ... , m), Ci is a finite cyclic group of order Vi (i = 1, ... , n), 
and vi divides Vi + 1 for i = 1, ... , n - 1. (Hint: Use the fundamental theorem and then first look 
at the highest power of each different prime in the decomposition.) 

6.92. Prove that the automorphism group of a finitely generated abelian group is finite if and only if 
there is at most one infinite cyclic summand in a cyclic decomposition of G. 

6.93. Find the type of the additive group of integers modulo m for any integer m > O. 

6.94. Let G be a non-cyclic finite abelian group. Show that G has a subgroup of type (p, p; 0) for some 
prime p. 

6.95. Prove that the automorphism group of a finite non-cyclic abelian group G is non-abelian. (Hint: Use 
Problem 6.91 to find suitable elements a, bEG such that the order of a divides the order of b. 
Then look at the mappings a1: asbt -> as+tbt; a2: asbt -> awb- t and a3: asbt -> atbs where 8 and t 
are integers.) 

6.96. Let G be a finite abelian group. Suppose that for each divisor d of G there are at most d ele­
ments in G of order d. Prove that G is cyclic. 

6.97. Let G be a finitely generated abelian group. Prove by induction on the number of generators of G 
that every subgroup of G is finitely generated. 

DIVISIBLE GROUPS 

6.98. Show that a divisible abelian group has no subgroup of finite index. 

6.99. If G is a nondivisible abelian group, then G has a subgroup of prime index. (Hint: Use the fol­
lowing theorem (not proved in this book): An abelian group G for which nG = {O}, n of= 0, is the 
direct sum of cyclic groups.) 

6.100. Prove that the additive group of the real numbers is the direct sum of isomorphic copies of 
the additive group of rationals. 

6.101. (a) Let G = Hom (A, B) (see Problem 6.81) where B is a torsion-free divisible group. Prove that 
G is the direct sum of copies of the additive group of rationals. 

(b) Let G be as in (a) but with B a divisible p-group. Prove that if A is finite, G is the direct sum 
of p-Priifer groups. 

6.102. A subgroup H of an abelian group A is a pure subgroup of A if whenever na = h E H for some 
a E A, then there is an h' E H such that nh' = h. Prove that (a) a direct summand of an abelian 
group is a pure subgroup, and (b) the torsion subgroup of an abelian group is a pure subgroup. 

6.103. Prove that all the subgroups of a group in which every element has square-free order is pure. 

6.104. Let H be a pure subgroup of an abelian group G. Prove that if g + A E G/A, there is an element 
ii E G such that ii + A = g + A and the order of ii is equal to the order of g + A. 



Chapter 7 

Permutational Representations 

Preview of Chapter 7 

There are three main divisions of this chapter. In the first we generalize Cayley's 
theorem, that every group is isomorphic to a permutation group. As consequences of this 
generalization we prove the following theorems for G, a group generated by a finite number 
of elements: (1) A subgroup of finite index in G is itself finitely generated. (2) The number 
of subgroups of fixed finite index in G is finite. (3) If the subgroups of finite index of G 
intersect in the identity, then every homomorphism of G onto G is an automorphism. 

The second main division of this chapter appears in Section 7.7. We call a group G 
an extension of a group H by a group K if there is a normal subgroup il of G such that 
GIN"" K and il "" H. We examine G to see how it is built up from Hand K. The most 
general case is complicated and we restrict ourselves to a special extension called "the 
splitting extension." 

Reversing our analysis, we are able to build a group G that is the splitting extension of 
a given group H by a given group K. A particular example of a splitting extension is the 
direct product, used in Chapter 5. 

Our third division, which begins in Section 7.8, defines a homomorphism of a 
group into one of its abelian subgroups. This homomorphism is called the transfer. We 
use it to show that a group G with center of finite index has finite derived group. 

7.1 CAYLEY'S THEOREM 

a. Another proof of Cayley's theorem 

We saw in Chapter 2 that every groupoid is isomorphic to a groupoid of mappings. 
In particular, every group is isomorphic to a group of permutations. The consequences 
of this theorem are important. We repeat the proof here for the case of groups alone. 

Theorem 7.1 (Cayley): Every group is isomorphic to a group of permutations. 

Proof: Let G be a group. Let p be the mapping which assigns to each element g in G 
·the following mapping of G into G: 

x ~ xg for each x E G 

Thus the image of gin Gunder p is, by definition, gp where 

gp: x ~ xg (x E G) 

The definition of p is unambiguous. To prove that p defines an isomorphism of G onto 
a subgroup of Sa, we have to check that: 

(i) gp is a permutation of G for every g E G; 

(ii) p is a homomorphism, i.e. if g, hE G, then (gh)p = gp. hp; 

(iii) p is also an isomorphism, i.e. p is one-to-one. 

214 
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We deal first with (i). Thus we must prove gp is a one-to-one mapping of G onto G. 
If x(gp) = y(gp), then xg = yg. So, multiplying by g-l on the right, we find x = y. Next 
we prove gp is a mapping of G onto G. Suppose x E G; then (xg-l)(gp) = (xg-l)g = x and 
so gp is onto. 

Secondly we prove (ii). For x E G, 

x((gh)p) = x(gh) = (xg)h = (x(gp))(hp) = x(gphp) 

Since (gh)p and gphp have precisely the same effect on every element of G, (gh)p = gphp (by 
the definition of equality of mappings). 

It remains to prove (iii), i.e. p is one-to-one. Suppose gp = hp; then if 1 is the 
identity element of G, g = l(gp) = l(hp) = h, i.e. g = h. Therefore p is one-to-one. 

(Note: In the proof of Cayley's theorem p is a mapping of G into Sc, so that gp is itself 
a mapping of G to G. Caution and patience are required to avoid confusion in some of our 
subsequent equations.) 

h. Cayley's theorem and examples of groups 

Cayley's theorem tells us that there is an isomorphic image of every group among the per­
mutation groups of suitably chosen sets. If one demands that a permutation group satisfy 
further conditions, one frequently comes across interesting groups (see Chapter 3). His­
torically many important groups arose in precisely this way. 

Problem 
7.1. Describe in detail the isomorphisms given by Cayley's theorem for (i) a cyclic group of order 2, 

(ii) a cyclic group of order n (n "'" 3), (iii) the symmetric group on three letters. 

Solution: 
(i) Let G be cyclic of order 2. Then G consists of two elements, 1 and a, where a2 = 1 and 

l' a = a = a'!. Let P be as in Theorem 7.1. 

1p is the mapping 

and ap is the mapping given by 

Clearly p is one-to-one, as ap oF 1p. 

1p: 1 ~ 1, a -> a 

ap: 1 ~ a, a -> 1 

(ii) Let G be cyclic of order n. Then G consists of n elements 1, a, a2, ... , an-I, say (see Lemma 
4.5, page 102). Then 

1p: 1 -> 1, 

1 -> a, 

1 ~ a2, 

a -> a, .. 0' an-l -> an - l 

•• 0, an- l -> 1 

•. 0' a n- 2 -> 1, an - 1 -> a 

an-Ip: 1-> an-I, a -> 1, ... , an - 1 -> an - 2 

(iii) The symmetric group on the set {1, 2, 3} consists of the permutations 

PI : 1 -> 1, 2 -> 2, 3 -> 3 P4 : 1 -> 2, 2 -> 1, 3 -> 3 

P2: 1 -> 1, 2 -> 3, 3->2 Ps: 1 ~ 3, 2 -> 2, 3->1 

Pa: 1 -> 2, 2 -> 3, 3->1 Pa: 1 -> 3, 2 -> 1, 3->2 

Then PIP: PI -> PI, P2 -> P2' Pa -> Pa, P4 -> P4, Ps -> Ps, P6 -> P6 

P2P: PI -> P2, P2 -> PI' Pa -> Ps, P4 -> Pa, Ps -> Pa, P6 -> P4 

PaP: PI -> Pa, P2 -> P4' Pa -> P6' P4 -> Ps, Ps -> P2, P6 -> PI 

P4P: PI -> P4' P2 -> Pa, Pa -> P2' P4 -> PI, Ps -> P6, P6 -> Ps 

PsP: PI -> Ps, P2 -> Pa, Pa -> P4, P4 -> Pa, Ps -> PI, P6 -> P2 

P6P: PI -> Pa, P2 -> Ps' Pa -> PI> P4 -> P2' Ps -> P4' P6 -> Pa 

It is worth checking (PiP)(PjP) = (PiPj)P for some i and j between 1 and 6. 
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7.2 PERMUTATIONAL REPRESENTATIONS 

Definition of a permutational representation 

A homomorphism of a group G into the symmetric group on the set X is called a per­
mutational representation of G on X. 

So if p is the isomorphism provided by Cayley's theorem for the group G, then p is a 
permutational representation of G on G. 

Repeating the definition of a permutational representation of a group G in detail, we 
say that a mapping p. of G into the symmetric group on some set X is a permutational 
representation of G if 

(gh)p. = gp.hp. 

for all g and h in G. The permutational representation provided by Cayley's theorem is 
called the right-regular representation (the adjective right is used because the representa­
tion is obtained by multiplication on the right), 

Example 1: (il Let G be the symmetric group on {I, 2, 3}, and let p be as in the solution to 
Problem 7.1(iii). Then p itself is a representation of G as a permutation group 
on six elements. 

(ii) There is another representation of the symmetric group G on {I, 2, 3}, the most 
natural one. This is the identity isomorphism, for G is itself a permutation 
group on {I, 2, 3}. 

(iii) Let G be the cyclic group of order 2 and let X be the set of all integers 
... , -1, 0, 1, .... Let a be the permutation of X defined by 

a : 2i ..... 2i + 1, 2i + 1 ..... 2i for i = 0, ±1, ... 

Thus a sends an even integer to the succeeding odd integer and an odd integer 
to the preceding even integer. Let 1 denote the identity permutation. Then 1 

and a together constitute a subgroup r of the symmetric group on X since 

Now suppose G consists of the elements 1 and a. Then the mapping J1: a ..... a, 
1 ..... 1 is actually an isomorphism since both G and r are cyclic of order two. 
So J1 is a permutational representation. 

(iv) Suppose n is a positive integer and that G is the cyclic group of order n, 

G = {I, a, a2, ... , an-I} 

Let a be the permutation of X = Z the integers defined by 

a: jn ..... jn + 1, jn + 1 ..... jn + 2, ... , jn + (n - 1) ..... jn (j = 0, ±1, ... ) 

In particular we have 

Oa = 1, la = 2, ... , (n -1)a = 0 

Note that a cyclically permutes the integers taken in blocks of n. 

It is not difficult to see that a is of order n. First of all, Oa2 = 2, 
Oa3 = 3, ... , Oan - I = n - 1. This means that the permutations I, a, a2, ••• , an- I 

are all distinct since they act differently on O. 

If j is any integer, jan = j. So an = 1 and {1,a,a2, ••• ,an- I } is a cyclic 
group r of order n. Hence the mapping J1 of G into r defined by 

is an isomorphism and therefore a permutational representation of G. 
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(v) Suppose that G is the dihedral group of degree 4. G is the group of sym­
metries of the square 

A r-------, B 

D'------~e 

Let g E G. By Lemma 3.12, page 75, g takes each vertex of ABeD to a 
vertex. Since g is one-to-one, Ag, Bg, eg and Dg are distinct vertices. If we 
define X = {A, B, e, D} and Yg by xYg = xg for all x E X, then Yg E Sx. 
Let fJ: G -> Sx be defined by gfJ = Yg. Then if x E X, g, hE G, 

x(gh)fJ = XYgh = x(gh) = (xg)h = (XYg)Yh = X(YgYh) = x(gfJ)(hfJ) 

Thus (gh)fJ = gfJhfJ, and so fJ is a permutational representation of G. If gfJ 
is the identity permutation of X, then g leaves every vertex of ABeD un­
changed. But by Lemma 3.7, page 71, g = I. Hence Ker fJ = {I} and fJ is 
actually an isomorphism. 

7.3 DEGREE OF A REPRESENTATION AND FAITHFUL REPRESENTATIONS 

a. Degree of a representation 

Definition: The degree of a permutational representation on X (more briefly referred to 
as a representation) is the number of elements in X. 

Example 2: We inspect Example l(i)-(v). 

Problems 

(i) This representation is of degree 6. 

(ii) This representation is of degree 3. 

Notice that in (i) and (ii) we have two representations of the same group, 
namely the symmetric group on {I, 2, 3}, of different degrees. 

(iii) This representation is of infinite degree. Notice that here G is cyclic of order 
2. Hence there are representations of finite groups which are of infinite degree. 

(iv) This representation is of infinite degree. 

(v) This representation is of degree 4. 

7.2. Find a representation of degree 3 for a cyclic group of order 2. 

Solution: 
Let G be the cyclic group of order 2, say G = {I, a}. Let X = {I, 2, 3}. Then there are several 

possible representations of G on X. First of all there is the rather trivial representation 

'T: 1->1, a->I 

where I is as usual the identity permutation. 'T is clearly a representation. For no matter which 
elements g, h in G we choose, 

(gh)'T = I and (g'T)(h'T) = II = I 

from which (gh)'T = (g'T)(h'T). Another representation of G involves choosing a different homomor­
phism. Now observe that if /L is a homomorphism of G into the symmetric group Sx, then either 
/L = 'T or G/L is of order 2. Note also that G/L must be a subgroup. So in deciding on a choice of 
/L, we need subgroups of Sx of order 2. There are actually 3 of them. To see this let 

al: 1 -> 2, 2 -> 1, 3 -> 3 a2: 1 -+ 3, 2 -+ 2, 3 -+ 1 aa: 1 -+ 1, 2 -+ 3, 3 -+ 2 

Then {I, al}' {I, az}, {I, aa} are subgroups of Sx of order two, since a7 = I for i = 1,2,3. Thus the 
mappings 

/Ll: 1 -+ I, a -+ al /L2: 1 -+ I, a -+ a2 /La: 1 -+ I, a -> aa 

are representations of G on X. 
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The proof that there are precisely three subgroups of order 2 follows from an inspection of 
all the subgroups of Sx. Since we have no real need for such proof here, we leave the details to the 
reader. 

The upshot of these considerations is that we have produced 4 representations of G of degree 3. 

7.3. Find representations of degree 10 and 15 respectively of the cyclic group of order 5. 

Solution: 

Let G be cyclic of order 5. Then we can find a E G such that G = {I, a, a'll, a 3, a 4}. Let 

and let 

x = {1,2, ... , 10} Y = {1,2, ... , 15} 

"'1: 1 ~ 2, 2 ~ 3, 3 ~ 4, 4 ~ 5, 5 ~ 1, 6 ~ 7, 7 ~ 8, 8 ~ 9, 9 ~ 10, 10 ~ 6 

"'2: 1 ~ 2, 2 ~ 3, 3 ~ 4, 4 ~ 5, 5 ~ 1, j ~ j, for j > 5 

It follows from a direct calculation that both "'1 and "'2 are of order 5. Then 

are subgroups of order 5 of Sx and Sy respectively. Thus 

and 112 : 1 ~ t, a ~ "'2' 

are both representations of G. The first is of degree 10 and the second is of degree 15. 

h. Faithful representations 

Definition: A representation is termed faithful if it is one-to-one. Both faithful and 
non-faithful representations are useful, as we shall see later. 

Problems 

7.4. Are the representations in Example 1, page 216, faithful? 

Solution: 

(i) p is faithful. 

(ii) The identity isomorphism is one-to-one, so this representation is also faithful. Notice that (i) 
and (ii) provide examples of faithful representations of the same group which are of different 
degrees. 

(iii) Il is faithful. 

(iv) Il is faithful. 

(v) The representation is faithful. 

7.5. Inspect the representations of (a) Problem 7.2 and (b) Problem 7.3 for faithfulness. 

Solution: 

(a) T is not faithful since a # 1 and aT = t, i.e. T is not one-to-one. However Ill' 1l2' 113 are faithful. 

(b) III and 112 are both faithful. 

7.4 PERMUTATIONAL REPRESENTATIONS ON COSETS 

Definition: Suppose that G is a group and that H is a subgroup of G. Then the right 
co sets of H in G are 

HX1, HX2, ... (7.1) 
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If H consists of the identity element alone, then (7.1) is simply an enumeration of the ele­
ments of G. Here we will show how to obtain a permutational representation of G using 
the cosets (7.1) which coincides with the regular representation when H = {1}. 

To describe our representation, let us choose a complete system X of representatives of 
the right co sets Hg of H in G, with 1 the representative of H. In other words, we select 
in each coset Hg an element which we term the representative of the coset, with 1 the rep­
resentative of H. X is then simply the set of chosen representatives. We call such a set 
X a right transversal of H in G. 

Given a right transversal X of H in G, we denote the representative of the coset Hg by 
g. Thus g is an element of X. Since two right cosets are either identical or disjoint, it 
follows that Hg = Hg because g E Hg. Notice that if hE H, then hg = g since 
Hg = Hg = Hhg = Hhg. 

For example, if G is cyclic of order 4, say G = {1, a, a2, a3 }, and if H = {1, a2
} is a sub­

group of order 2 of G, then {1, a} is a right transversal of H in G. We take X = {1, a} 
and note that I = 1, a = a, a2 = 1, a3 = a. 

With each element gin G we associate a mapping Yg of X into X, where Yg is defined by 

(7.2) 

In fact Yg is a permutation of X. To prove this we first show that if gl, g2 E G, then 
glg2 = glg2. For glg2 is the representative of the coset Hg 1 g2, while glg2 is the representa­
tive of the coset Hg 1 g2. But Hg 1 = Hg 1, and so 

H{hg2 = Hg 1g2 = Hg 1g2 

Thus (7.3) 

We use (7.3) to prove that the mapping Yg is a permutation. First we prove Yg is one-to-one. 
Assume xYg = YYg (x, Y E X). Then xg = yg, and so xgg- 1 = ygg-l. Using (7.3), we find 
that xgg- 1 = xgg- 1 = X = x and similarly ygg-l = y, from which x = y. Finally we prove 
Yg is onto. Suppose x E X; then xg- 1 E X and 

Hence every element of X is an image. Thus Yg is a permutation. 

We now define a mapping 7r of G into Sx. 7r assigns to g in G the mapping Yg' so that g7r 
is the permutation of X defined by (7.2). The aim of the discussion in this section is to 
prove that this mapping 7r is a permutational representation of G on X. We have only to 
verify that it is a homomorphism, i.e. if gl' g2 E G, then (glg2)7r = (gl7r)(g27r). Note that 
(glg2)7r is a permutation of X. To prove (glg2)7r = (gl7r) (g27r) we must show that 
the effect of the mapping (glg2)7r is the same as the effect of the mapping (gl7r) (g27r)· (Note ~ 
that (gl7r)(g27r) is the product of two mappings, i.e. the result of first performing the mapping 
(gl7r) and then (g27r).) If x E X, using (7.3) we find 

X((glg2)7r) = X(glg2) = xg 1g2 = (X(gl7r))(g27r) = X((gl7r)(g27r)) 

Hence (glg2)7r = (gl7r)(g27r) as claimed. 

We shall refer to 7r as a coset representation of G (with respect to H). Of course 7r 
depends on H, G and X. In a sense 7r is independent of the choice of the transversal X 
(see Problem 7.10). 
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Problems 

7.6. Choose right transversals for (a) the center Z in the dihedral group D of degree 4, and (b) the 
center Z in the quaternion group !f{ of order 8 (see Table 5.1, page 151). 

Solution: 
(a) The dihedral group D = {1, aI' az, a3' a4, as, as, a7} is most easily described by its multiplication 

table: 
1 

1 1 al a2 a3 a4 as as a7 

al a2 a3 1 as as a7 a4 

az a3 1 al as a7 a4 as 

a3 1 al az a7 a4 as as 

a4 a7 as as 1 a3 a2 al 

as a4 a7 as al 1 a3 a2 

as as a4 a7 a2 al 1 a3 

a7 as as a4 a3 az al 1 

(Here al corresponds to a rotation of 90 0
, while a4 corresponds to a reflection.) The center Z 

of G is given by Z = {1, a2}' This can be checked by verifying that a2 commutes with every 
element of D (and no element other than 1 and a2 has this property). 

Finally Z,Zal,Za4,ZaS are the co sets of Z in G. Thus 

X = {1, aI' a4, as} 
is a right transversal of Z in G. 

(b) The quaternion group !f{ of order 8, with elements 1, aI' az, a3, a4, as, as, a7, is given by the fol­
lowing multiplication table: 

1 

1 1 al a2 a3 a4 as as a7 

al a2 a3 1 as as a7 a4 

a2 a3 1 al as a7 a4 as 

a3 1 al az a7 a4 as as 

a4 a7 as as a2 al 1 a3 

as a4 a7 as a3 az al 1 

as as a4 a7 1 a3 az al 

a7 a6 as a4 al 1 a3 az 

(Comparing with Table 5.1, we have the following correspondence: 1 ~ 1, a ~ aI, a2 ~ az, a3 ~ a3. 
b ~ a4' ab ~ as, a2b ~ a6, a3b ~ ~.) The center Z of !f{ is given by Z = {1, az}. One has only to 
check this from the multiplication table. 

The co sets of Z in !f{ are Z, Zav Za4, Zas. This again can be checked directly from the 
multiplication table. Thus 

is a right transversal of Z in !f{. 
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7.7. Find a coset representation of (a) D of Problem 7.6(a) with respect to Z, and (b) 3£ of Problem 
7.6(b) with respect to Z. 

Solution: 
(a) We work out a coset representation l' using the right transversal X given in Problem 7.6. Thus 

we must find the permutations of X that l' assigns to each element of D. We will calculate in 
detail the permutation a l 1'. Now X = {1, ai' a4, a5}. Then l' al = a v and so l(al1') = al' 

alai = 1 since Zai = Z = Zl, and so a l (al1') = 1. a4a l = a5 since Za4al = Za7 = Za5, and 
so a4(al1') = a5' Finally a5al = a4 since Z(a5al) = Za4' and so a5(al1') = a4' Therefore 

Similarly the other permutations are 

11' : 1 ~ 1, al --> ai' a4 --> a4, a 5 -? a5 

a21' : 1 -? 1, al -? ai' a4 -? a4, a5 ~ a5 

a3'iT : 1 ~ ai' al -> 1, a4 4 a5, a5 -? a4 

a41' : 1 -> a4, al ~ a5' a4 ~ 1, a5 ~ al 

a51' : 1 ~ a5' al -> a4' a4 -> ai' a5 -> 1 

a61' : 1 ~ a4, al ~ a5' a4 -> 1, a 5 -> a l 

a71' : 1 ~ a5' al -> a4' a4 ~ ab a5 -> 1 

It is instructive to check directly that this mapping rr is a homomorphism of D into the per­
mutation group on {1, ai' a4' a5}' 

(b) Again we must find the permutations that l' assigns to each element of 3{. The argument 
follows closely that of (a) above, using the set X = {1, ai' a4, a5}' Here we give only the 
result which the reader is urged to check. 

11' : 1 ~ 1, al ~ av a4 ~ a4, a5 -> a5 

al1' : 1 -> av al ~ 1, a4 --> a5, a5 -> a4 

a21' : 1 -> 1, al -> ai' a4 4 a4, as 4 a5 

a31' : 1 ~ ai' al ~ 1, a4 -> a5, a5 ~ a4 

a41' : 1 -> a4, al ~ a5' a4 -> 1, a5 -> al 

a51' : 1 -> a5' al ..... a4' a4 --> ai, a 5 -> 1 

a61' : 1 ..... a4' al ~ a 5, a4 -> 1, a5 ~ al 

a71' : 1 -> a5, al -> a4, a4 -> ai' a5 -> 1 

7.8. Consider the permutation group S{L2}' Its elements are <PI = (~ ~) and <Pz = (~ ~). Con­

sider now the permutation group S{a,b}' Its elements are >¥l = (: :), >¥z = (: !). >¥l and 

<pv >¥2 and <P2 are essentially the same except for the elements they act on. Give a definition which 
will make this idea of "essentially the same" precise. 

Solution: 
Let F be a permutation group on a set X and let G be a permutation group on a set Y. We say 

that F and G are isomorphic as permutation groups if there exists a one-to-one onto correspondence 
a: X ..... Y and an onto mapping fJ: F -> G such that for all x in X and IE F, (xf)a = (xa)(lfJ). 
(In this problem a: 1 --> a, 2 --> band fJ: <PI ..... >¥l, <P2 ~ >¥z.) 

7.9. Prove that if F and G are isomorphic as permutation groups, then they are isomorphic as groups. 
(Hard.) 

Solution: 
The fJ of the solution of Problem 7.8 provides the isomorphism. First we show that it is a 

homomorphism. Let 11,12 E F. For any x E X, 

(x(fd2»a = «XII)12)a (by the definition of composition of mappings) 

«xll)a)(12fJ) = «xa)(llfJ»(fZfJ) = (xa)«(flfJ)(lzfJ» 
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Since a is a mapping onto Y, it follows that as x ranges over X, Xa ranges over Y. Hence as (ld2)() 
and (118)(128) are permutations, 11()12() = (l1()(/2(). Thus 8 is a homomorphism. 

Next we must show that () is one-to-one. Suppose that II() = 12(); then if x E X, (xa)(lI() = 
(xa)(l28). Thus 

Since a is one-to-one, xii = x/2 from which II = 12, Hence () is an isomorphism. 

7.10. Let G be any group and H a subgroup of G. Let Xi be a transversal for H in G and 7Ti the cor­
responding coset representation, i = 1,2. Prove that G7TI and G7T2 are isomorphic as permutation 
groups. (Hard.) 

Solution: 

Since XI and X2 contain one and only one element in each coset of H in G, we define a: XI ..... X2 
by sending xI E XI to X2 E X2 if HXI = HX2' a is then a one-to-one correspondence. We define 
/1: G7TI ..... G7T2 by (g7TI)/1 = g7T2' It is easy to check that /1 is a mapping. Let g7TI = f3, g7T2 = y. We 
need only verify that (xf3)a = (xa)y for each x E X. Now by definition of f3 and a, 

Hxg = H(xf3) = H((xf3)a) 

Also, Hxg = H(xa)g = H((xa)y) 

Hence (xa)y = (xf3)a as they are elements of X2 that belong to the same coset, i.e. Hxg. The result 
follows. 

7.5 FROBENIUS' VARIATION OF CAYLEY'S THEOREM 

a. The kernel of a coset representation 

Is a coset representation 7r of a group G with respect to a subgroup H ever faithful? 
We know that the answer is yes if H = {l}. The object now is to find the kernel of 7r. 

Theorem 7.2: Let G be a group and H a subgroup of G. Let 7r be a coset representation of 
G with respect to H. Then the kernel of 7r is the largest normal subgroup 
of G contained in H, i.e. if N <1 G and H"dN, then N C Ker7r. 

Before proving Theorem 7.2, it should be noted that from this theorem it follows that 7r 
is faithful if the only normal subgroup of G which is contained in H is the identity subgroup. 
This implies, for example, that if G is a simple group and H 0/= G, 7r is automatically faith­
ful. For then, by definition, the only normal subgroups of G are G and the identity subgroup. 
This observation has been useful in the theory of finite groups. 

Proof: Let X be the right transversal of H in G from which 7r was defined. First we 
prove that if K is the kernel of 7r, i.e. the set of all elements g of G such that g7r = t, the 
identity mapping of X onto itself, then K is contained in H. 

If a E K and x E X, then a7r = t, i.e. x = x(a7r) = xa. In particular on putting 
x = 1, 1 = ii. Hence a E H. This means that K is contained in H. Of course K, as the 
kernel of the homomorphism 7r, is a normal subgroup of G. To complete the proof of the 
theorem, we must show that K is the largest normal subgroup of G contained in H. To do 
this it is sufficient to prove that if N is any normal subgroup of G contained in H, then 
N7r = {t}. 

Suppose that a EN. If x E X, then 

Hxa = Hxax-Ix 

Since N is normal, xax- 1 EN. But N is contained in H, and so xax- I E H. Accordingly 
Hxa = Hx. Thus xa = x which means 

x(a7r) = x for all x EX 

Hence a7r = Land N C K as required. 
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Problems 
7.11. Let G be the symmetric group on {I, 2, 3}. Let u: 1 --+ 2, 2 --+ 3, 3 --+ 1, and let T: 1 --+ 2, 2 --+ 1, 

3 --+ 3. Then the elements of G are I, u, u2, T, UT, U2T. Let (a) H = gp(u) = {I, u, u2} and (b) H = 
gp(T) = {I, T}. In each case find a coset representation of G with respect to H. Find also the kernels 
of both representations. 

Solution: 
(a) A right transversal ,of H in G is {I, T}. Notice that T- 1UT = u- 1 = u2 • So H is normal in G. 

Hence by Theorem 7.2, every coset representation has kernel precisely H. The coset representa­
tion 1r associated with the right transversal {I, T} is given by 

t7T: t ~ t, ., ~ 7" 

(111': t. -+ L, T -+ T 

Clearly Ker 1r = {I, u, u2}. 

711': L -+ 7', T -+ t 

(UT)1r: 1--+ T, T --+ I 

(cr2T)1r: 1--+ T, T --+ I 

(b) Let X = {1,u,u2}. Since G = HuHuuHu2, X is a right transversal of H in G. The associated 
permutational representation 1r is 

1.11': t. -+ L, u -+ u, u2 --+ u2 

U1r : I. -+ (1, U -+ 0'2, 0'2 -+ L 

U21r : L -+ 0'2, (1 -+ L, u2 --+ u 

It follows immediately that 1r is faithful, since the only element mapped to the identity permuta­
tion of X is I. Hence the kernel of 1r = {I}. 

7.12. Let G be the alternating group of degree 4 and let H be the subgroup consisting of the permutations 

(
1 2 3 4) (1 2 3 4) (1 2 3 4) 

I, 2 1 4 3' 3 4 1 2' 4 3 2 1 

Find an associated coset representation of G with respect to H. Is this representation faithful? 

Solution: 

Let 

(
1 2 3 
231 

T1 = G ~ : :), T2 = G ~ ~ :), 
~), G consists of the elements 

t, (1', 0'2, 7"1' 710', 71(12, 72' T2u, 'T2U2, 73, 'TaU, 7"30'2 

Then if u -

It follows immediately that a right transversal of H in G is X = {I, u, u2 }. Let 1r be the associated 
coset representation. It is easy to check directly that H is normal in G. Then Ker 1r = H by 
Theorem 7.2, and so 1r is not faithful. Finally we list the permutations g1r with g in G: 

1.11' : t -+ L, u -+ u, u 2 --+ u 2 T21r : L -+ t., a -+ u, u2 --+ u2 

(111': L -+ U, u --+ u2, u2 --+ I (T2U)1r : L -+ u, (1 -+ 0'2, u2 --+ I 

U21r : L -+ 0'2, U -+ L, u2 --+ u (T2U2)1r : L -+ 0'2, u -+ t, u2 --+ u 

T11r : L -+ L, u -+ u, u2 --+ u2 TS1r : t -+ t, U -+ a, u2 --+ u2 

(T1U)1r : L -+ u, u --+ u2, u2 --+ I (TsU)1r : L -+ u, u --+ u2, u2 --+ I 

(T1U2)1r : L -+ (12, (1 -+ L, u2 --+ u (TSU2)1r : L -+ 0'2, u -+ t, u2 --+ u 

b. Frobenius' theorem 

Let H be a subgroup of G, X a transversal and 71' the associated coset representation. 
p denote the right regular representation of G. Our idea is to express p in terms of 71'. 

If x E X and g E G, we have 
x(gp) = xg 

Of course xg need not lie in X. 

Let 



224 PERMUTATIONAL REPRESENTATIONS [CHAP. 7 

We know, however, that xg belongs to the same coset as xg. Hence xg = axg where 
a E H. Now a is clearly dependent on x and g, and we denote it by aX,g. Substituting aX,g 
for a, we have 

xg = aX,gxg (7.4) 

or (7.5) 

Now any element of G can be expressed in the form hx for hE H and x EX. Therefore 
(hx)(gp) = hxg = h(x(gp)) = hax,g X(g7T), i.e. 

(hx)(gp) = (haX,g)(x(g7T» (7.6) 

This equation suggests that the effect of gp on an element hx of G can be explained by 
what happens to h (it goes to the element hax,g of H) and what happens to x (it goes to 
X(g7T)). 

We express this formally in the following theorem which is due (essentially) to Frobenius. 

Theorem 7.3: Let G be a group and H a subgroup of G. Let X be a right transversal of 
H in G. Then there is a faithful representation 0 of G as a group of per­
mutations of H x X (the cartesian product of H and X) defined by 

(h, x)(gO) = (hax,g, X(g7T» 

Proof: The proof is an adaptation of the discussion of the last few paragraphs. First 
let 7T be the coset representation with respect to H with right-transversal X. For each 
g E G the permutation g7T gives rise to a permutation gA of H x X which is defined as 
follows: 

(h, x)(gA) = (h, X(g7T», (h E H, x E X) 

Note that gA is a permutation of H x X. For if 

then 

(h, x)(gA) 

(h, X(g7T» 

(h', X')(gA) 

(h', X'(g7T» 

(7.7) 

Since g7T is a permutation of X, it follows from X(g7T) = X'(g7T) that x = x'. Hence we have 
proved that gA is one-to-one. But gA is also onto since g7T is onto X. Clearly gA is then a 
permutation of H x X. 

Now as we saw in (7.5), if g E G, then 

xg = aX,g(x(g7T», (aX,g E H) 

For each g E G define (h, X)ga = (hax,g, x) 

We verify that ga is a permutation of H x X. Suppose (h, x) E H x X. Then 

(ha;'~, X)ga = (ha;'~ax,g, x) = (h, x) 

Thus ga is a mapping of H x X onto H x X. It remains to verify that ga is one-to-one. Sup­
pose that (h, X)ga = (h', X')ga. This means that 

(hax,g, x) = (h'ax·,g, x') 

and therefore we find x = x' and hax,g = h'ax,g from which h = h' and (h, x) = (h', x'). 
Hence ga is a permutation of H x X. 

Finally we compute gagA. 

(h, X)(gagA) = ((h, X)ga)gA = (hax,g, x)gA (7.8) 

Thus (ga)(gA) = gO (7.9) 
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As both gCI and gA are permutations of H X X, g(} is a permutation of H xX. 

Let gl' g2 E G. We must show that 

(gl(})(g2(}) = (glg2)(} (7.10) 

(Note that the left-hand side of (7.10) is the product of two permutations.) To facilitate 
the proof of (7.10) we introduce the following notation: 

(7.11) 

where g is an element of G. 

Equations (7.8), (7.9) and (7.11) yield 

(h, x)g() = (hax,g, Xa) (7.12) 

Note that as 17 is a homomorphism, (g117)(g217) = (glg2)17 so that 

(7.13) 

Applying (7.12) twice and (7.13) once, we have 

(haX,Ql' X(1)g2() = (haX,Q1 aX"1,Q2' (Xa1)a2) 

(ha X , Q1 aX"1,Q2' X(a1a2)) = (haX,Q1 aX"1,Q2' X(3) (7.14) 

On the other hand, again on using (7.12), we have 

(h, X)(glg2)(} = (ha X,Q1Q2' X(3 ) (7.15) 

To prove that () is a homomorphism, we must show that the right-hand side of (7.14) is 
equal to the right-hand side of (7.15), i.e. we must show that 

To accomplish this we use equations (7.5) and (7.6) and obtain 

X(glg2) = aX,glg2(Xa3) 

Also 

from (7.13). This means 

(7.16) 

(7.17) 

(7.18) 

Since X(glg2) = (xg1)g2' the right-hand sides of (7.17) and (7.18) are equal. Thus (7.16) 
follows and therefore () is a homomorphism. 

It only remains to show that () is one-to-one. Assume gl() = g2(}' Then (h, X)gl() = 
(h, X)g2() for all pairs (h, x) E H X X; and in particular, if (h, x) = (1,1), 

(a1, gl' l(g 117)) = (al,g2' l(g 217)) 

from which aLQ1 = al,g2 and 1 (g117) = 1 (g217) (7.19) 

Using equation (7.5) with x = 1, we see that 

gl = l(glP) = al,gl (1(g117)), g2 = 1 (g2P) = al,g2(1(g217)) 

Using (7.19) we conclude that gl = g2' Thus () is one-to-one. 

This completes the proof of Theorem 7.3. 

We call the homomorphism () of Theorem 7.3 a Frobenius representation (with respect 
to H). Of course () depends on X as well, but it can be shown that in a sense this dependence 
does not matter. 
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Problems 

7.13. Describe in detail a Frobenius representation for the symmetric group on {I, 2, 3} relative to the sub­
groups given in Problem 7.11(a) and (b). 

Solution: 
(a) The set X = {" T} is a right transversal of H = {" cr, u2} in G. Let fJ be the faithful rep­

resentation of G on H X X described above. The elements of G are 

We use the formula xu = ax,gxu to calculate ax,g. Note that L = " a = I, ;;2 = " T = T, UT = T, 
U2T = T. 

As an illustration of the procedure we calculate aT,CT. Now TU = aT,CTTU. Since Tcr = cr2T, 
we have ro = T and aT,CT = TUT = u2 • Similar calculations lead to 

a", - , 
a£~T = , aT,L = , aT,T - , 

aL,a- - cr UL,UT = U aT,u = u2 
ar,UT cr2 

a" CT2 = u2 a" CT2T = u2 aT,U2 = u ur ,a-2r = U 

We use the definition of fJ given in the statement of Theorem 7.3. The effect of 1T on U is 
given in the solution of Problem 7.11(a). The results, repeated here for convenience, are 

and 

1':11" = U1T = (u2)1T': L ~ t, T 4 T 

T1T = (UT)1T = (u2T)1T: ,--+ T, T --+ , 

We can now calculate the effect of UfJ for each U in G. In particular, 

(h, ,)uo = (ha"", '(U1T» = (hu, ,) 

(h, T)UfJ = (haT.CT, T(U1T» = (hu2, T) for all hE H 

We list the effect of the permutations UfJ for the elements of G. 

,fJ : (h, x) --+ (h, x) (hEH, x EX) 

ufJ : (h, ,) --+ (hu, ,), (h, T) --+ (hu2, T) (hEH) 

u2fJ : (h, ,) --+ (hu2, ,), (h, T) --+ (hu, T) (hEH) 

TfJ : (h, ,) --+ (h, T), (h, T) --+ (h, ,) (hEH) 

(UT)fJ : (h, ,) --+ (hu, T), (h, T) --+ (hu2, ,) (hEH) 

(u2T)fJ : (h, ,) --+ (hu2, T), (h, T) --+ (hcr, ,) (hEH) 

One could check that fJ is a homomorphism by inspecting (UlfJ)(U2fJ) and (U1U2)fJ, where (U1U2 E G). 
The above description of fJ immediately shows that fJ is one-to-one. 

(6) Here H = {I, T}; X, a right transversal of H in G, is given by X = {" cr, u2}. The Frobenius 
representation fJ is then given by 

,fJ : (h,x) --+ (h,x) (h E H, x E X) 

ufJ : (h, ,) --+ (h, u), (h, u) --+ (h, ( 2), (h, ( 2) --+ (h, ,) (hEH) 

u2fJ : (h, ,) --+ (h, ( 2), (h, u) --+ (h, ,), (h, ( 2) --+ (h, u) (hEH) 

TfJ : (h, ,) --+ (hT, ,), (h, u) --+ (hT, ( 2), (h, ( 2) --+ (hT, u) (hE H) 

(UT)fJ : (h, ,) --+ (hT, ( 2), (h, cr) -> (hT, cr), (h, cr2) --+ (hT, ,) (h E H) 

(u2T)fJ : (h, ,) --+ (hT, u), (h, u) --+ (hT, ,), (h, ( 2) --+ (hT, cr2 ) (h E H) 

7.14. Describe in detail the Frobenius representations for the alternating group of degree 4 relative to 
the subgroup H given in Problem 7.12. 

Solution: 
Here G consists of 

and H = {" Tl, T2, Ta}. A right transversal of H in G is X = {" u, u2}. The Frobenius representa­
tion fJ is then described as follows: 
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,0 : (h, x) --> (h, x), (h E H, x E X) 

uO: (h, ,) --> (h, u), (h, u) --> (h, ( 2), (h, ( 2) --> (h, ,) (h E H) 

u20 : (h, ,) --> (h, ( 2), (h, u) --> (h, ,), (h, ( 2) --> (h, u) (hEH) 

'T10 : (h, ,) --> (h'Tl' ,), (h, u) --> (h'T2' u), (h, ( 2) --> (h'Ta, ( 2) (h E H) 

hu)o: (h, ,) --> (h'Tv u), (h, u) --> (h'T2, ( 2), (h, ( 2) --> (h'Ta, ,) (h E H) 

('T1U2)/I : (h, ,) --> (h'Tv ( 2), (h, u) --> (h2, ,), . (h, ( 2) --> (h'Ta, u) (h E H) 

'T20 : (h, ,) --> (hz, ,), (h, u) --> (h'Ta, u), (~, ( 2) --> (h'TV ( 2) (h E H) 

('T2U)O: (h, ,) --> (h2, u), (h, u) --> (h'Ta, ( 2), (h, ( 2) --> (h'Tl' ,) (h E H) 

('T2u2)O: (h, ,) --> (h'T2, ( 2), (h, u) --> (h'Ta, ,), (h, ( 2) --> (h'Tv u) (h E H) 

'Tao: (h, ,) --> (h'Ta, ,), (h, u) --> (h'Tl' u), (h, ( 2) --> (h'T2' ( 2) (hEH) 

('Tau)o: (h, ,) --> (ha, u), (h, u) --> (h'Tl> ( 2), (h, ( 2) --> (h'T2, ,) (hEH) 

('Tau2)o : (h, ,) --> (h'Ta, ( 2), (h, u) --> (h'Tl, ,), (h, ( 2) --> (h'T2' u) (h E H) 

7.6 APPLICATIONS TO FINITELY GENERATED GROUPS 

a. Subgroups of finite index 

Frobenius' representation, although only a variation of Cayley's, is very useful. Here 
we shall give one application of this representation. First we recall a definition given in 
Chapter 4. 

Definition: A group G is finitely generated if it can be generated by a finite set, i.e. if there 
is a finite subset S (# \Z» of G such that for each g E G there are elements 
s1' S2' ••• , sn E S and integers €l"'" €n (€i = ±1) such that 

g = SEl ••• sEn 
1 n 

Theorem 7.4 (0. Schreier): A subgroup of finite index in a finitely generated group is 
finitely generated. 

Proof: Let G be a finitely generated group. Let S be a finite set of generators of G, 
with lSI = m. Suppose H is a subgroup of finite index in G. Choose a right transversal 
X = {Xl' ... , X) of H in G, with Xl the identity. Notice that j < <Xl by assumption. Let 
() be a Frobenius representation of G with respect to H given in Theorem 7.3. If hE H, 
then h = 1 and au = h so that we have (1, l)(hO) = (h,l). But h can be written as 

with Sl"'" sn E S. 
homomorphism, 

h = S~l ••• s:n (€j = ±1) 

Put ti = S;i, i = 1, .. . ,n; then h = t l ••• tn' Since () is a 

Let ti7r = ai' i = 1, ... , n. By repeated applications of the definition of the action of g() in 
H x X (see Theorem 7.3) we have 

(l,l)(hO) (au
l

, 1al)(t2()) •.. (tn()) = (al' tl a lal't
2

, 1(a
l
a

2
))(t

3
()) ••• (tn()) = '" 

= (al,tlalal't2alala2.t3··· a lal " ,an-l.tn ' l(al ... an)) = (h,l) 

Hence h = al,tlalal.t2 ... a lal " ,an-l.tn • Since a!"", an E Sx' l(al •· 'ai) E X for each 
i, 1 ~ i ~ n. In other words we have expressed h as the product of elements of the form 

ax.t where X E X, and t = S±l where s E S 

As IXI = j and lSI = m, the number of such elements is at most 2mj. This means that H 
is finitely genera ted. 
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b. Remarks about the proof of Theorem 7.4 

We have actually proved that if G can be generated by m elements and H is of index 
j in G, then H can be generated by 2jm elements. However, it is not difficult to reduce 
this number to jm. To do so observe that we have proved that the elements ax,t generate H, 
where x is an element of a right transversal X of H in G. We recall that if {j denotes the 
representative of the coset Hg, then aX,g is defined by 

xg = ax,gxg 

(equation (7.4), page 224). This means that 

aX,g = xg(xg)-1 

Therefore the elements xt(xt)-l generate H, with t = s or t = s-t, where s E S. Note 
that 

xs- 1s = xs- 1s = X = x 

by equation (7.3), page 219. Let y = XS-l; then ys = x and 
-1 --

a -1 = xS- 1SX- 1 = yS(YS)-1 = a x,s ~s 

i.e. ax,s-1 is the inverse of ay,s. Thus H is actually generated by the elements ax,s, x EX 
and s E S. The number of these elements is jm. (In fact one can lower this bound and 
prove that H can be generated by 1 + (m -l)j elements. For a proof of this result see 
Theorem 8.13, page 264.) 

Note that in Section 7.6a we have actually proved that H is generated by ax,., x EX, 
s E S, without the assumption that IXI and lSI are finite. 

Problems 

7.15. Let G be the symmetric group of degree 3 and let H be a subgroup of index 2 in G. Find the set 
of generators of H described above. 

Solution: 

We use the description of G in Problem 7.11(a). Now a subgroup of index 2 in any group is 
normal. Thus if H is of index 2 in G, H is normal in G. Moreover, IHI = 3. Hence H = {" 0', 0'2}, 
since this is the only subgroup of order 3 in G. A right transversal of H in G is X = {,,7'}. 
Clearly G can be generated by 0' and 7', and so H is generated by 

Thus we find that ,,0',0'2 generate H. Of course H is actually generated by 0' alone. 

7.16. Let G be any group and let H be a subgroup of G of index 2. Prove that if G can be generated by 
two elements, then H can be generated by three elements. 

Solution: 

Suppose that G is a group generated by e and d and that H is a subgroup of index 2 in G. If 
both e and d are in H, then H d G and H is not of index 2 as initially assumed. Without loss of 
generality we may suppose that e Iil H. Then the co sets of H in G are H and He. Thus every ele­
ment of G can be written in the form he or h (h E H). This means that {I, e} is a right transversal 
of H in G. Therefore G is generated by the elements 

Hence H is generated by the three elements at, d, ac, c and ac, d' 



Sec. 7.6] APPLICATIONS TO FINITELY GENERATED GROUPS 229 

7.17. Let G be generated by a and b and suppose that N is a normal subgroup of G such that GIN is 
generated by Na and GIN is infinite cyclic. Find a set of generators for N in terms of a and b. 
(Hard.) 

Solution: 
It is clear that X = {I, a±l, a±2, ... } is a right transversal of N in G. If b (/: N then since 

Nb = (Na)W for some integer w, ba- w E N. Put e = ba- w • On the other hand if bEN, put 
e = b. Clearly gp(a, c) = G. We therefore take S = {a, e}. The generators of N are the elements 

ax•s = XS(X"S)-l (xEX, S E S) 

If x = ai and s ~ a, ax,s aia(aia)-l = aia(ai+ 1)-1 1 

If x = ai and 8 == C, ax,s = aie(aie)-l = aiea- i 

Hence the elements { .. . ,a-lea, e, aea- l , ... } are a set of generators for N. Since either e = ba-w 

or e = b, we can restate this set of generators in terms of a and b thereby obtaining a set of gen­
erators of G of the desired kind. 

7.18. Let G be generated by a and b. Find generators for all possible subgroups of index 2. Hence show 
G has at most three subgroups of index 2. 

Solution: 
Let H be a subgroup of index 2 in G. Then we may have 

(1) a (/: H, b E H, (2) a E H, b (/: H, (3) a (/: H, b (/: H. 

In case (1) take X = {I, a} and S = {a, b}. Then generators of H are the ax,s (x E X and 
s E S). Thus H is generated by b, a2 and aba- l . 

In case (2), proceeding as in (1) with X = {I, b}, H is generated by a, b2 and bab- l . 

In case (3), ab = e E H. Take X = {I, a}, and S = {a, e}. Then H is generated bye, aea- l 

and a2• 

So the possible subgroups of index 2 are: 

(1) gp(b, aba- l , a2), (2) gp(a, bab- l , b2), (3) gp(ab,a2ba- l,a2) 

7.19. Let G = gp(a, b, e) and let N be a normal subgroup of G of index 3 with GIN =: gp(Na). Suppose 
N contains band e. Find a set of generators for N in terms of a, band e. 

Solution: 
Choose S = {a, b, e} and X = {I, a, a2} • . Then the elements ax,s, with x E X and 8 E S, gen­

erate N. Thus N is generated by a3, b, e, aba-l, aea- l, a2ba- 2, a2ea-2. 

7.20. Prove that if a group G contains a subgroup H of index 2 which is cyclic, then every subgroup of 
G of index 2 can be generated by two elements. (Hard.) 

Solution: 
Let H be generated by b and suppose that a(/: H. It follows that G = gp(a, b). From Problem 

7.18 the possible subgroups of index 2 are 

(1) gp(b, aba- l , a2) = H l , (2) gp(a, bab- l , b2) = H 2, 

Clearly b (/: H2 or H 3, as then each of them would actually be equal to G. Thus H = H l • Since 
H is the cyclic group generated by b, aba- l = br and a2 = bs for some integers rand 8. We have 

and 

(7.20) 

(7.21) 

The generators of H2 are a, bab- l and b2. bab- l = (ba)b- l = a-lbr- l from (7.20), and so H2 is 
generated by a, br- l , b2• But gp(br- l , b2) is cyclic generated by c, say, as it is a subgroup of a 
cyclic group. Thus H2 can be generated by two elements. 

The generators of Ha are ab, a2ba- l and a2• Hence ab, a2ba- l(ab) and a2 are generators for 
Ha. Using (7.21) we conclude that ab, bs+ 2 and bs are generators for H 3• But gp(bs+ 2 , bS ) is cyclic 
generated bye, say; so H3 is generated by two elements and the proof is complete. 
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c. Marshall Hall's theorem 

The second application of permutational representations is due to Marshall Hall. 

Theorem 7.5: The number of subgroups of finite index j in a finitely generated group is 
finite. 

This theorem may be restated as follows: Let G be a group which is generated by aI, ... , an 
where n < 00. Suppose j is a fixed positive integer. Then the number of subgroups of G 
of index j is finite. 

Proof: Let Sj be the symmetric group on 1, ... , j. For each subgroup H of index j in 
the finitely generated group G choose a right transversal X H (we emphasize that XII contains 
the identity of G). To avoid confusion between the number 1 and the identity of G, we 
shall write the identity (for this proof alone) as e. Thus we have e E Xw Let TrH be the 
coset representation of G with respect to the transversal X H (see Section 7.4). Then TrH is a 
homomorphism of G into Sx

H
, Since IX HI = j, it is easy to prove that there exists an iso­

morphism 1>H: SXH ~ Sj such that e E SXH moves e or leaves it fixed according as to 
whether e1>H moves 1 or leaves it fixed (see Problems 7.21 and 7.22 below). 

Note that 'lr H = 7rIJ1>H : G ~ Sj is a homomorphism of G into Sj since it is the composition 
of two homomorphisms. Note also that if Hand K are two subgroups of index j and 
H # K, then 'lrH # 'lrK' for there exists an element g E H but g E K (or vice versa). Then 
e(gTrH) = e for e(g7rH) = eg = e as g E H (see Section 7.4). Accordingly 1'lrH = 1. On 
the other hand, as g E K, e(gTrK) # e and hence 1 'lr H # 1. Thus 'lrJi # 'lr K if H # K. 

We have therefore found that the number of subgroups of index j in G is certainly not 
greater than the number of homomorphisms of G into S.. This is where the fact that G is 

J 

finitely generated comes in. For suppose G is generated by al' ... , an' If 1>, e are homo-
morphisms of G into Sj such that ai1> = aie for i = 1, ... , n, then 1> = e. To prove this, 
observe that if g E G, then 

(i = ±1, i j E {1, .. . ,n} 

and 

Since 1> and e agree on every element of G, 1> = e. This means that the number of homo­
morphisms of G into S is finite since the number of possible images of the generators of 
G is finite (at most (j !)n). 

This completes the proof of the theorem. 

d. One consequence of Theorem 7.5 

Let G be a finite group and e a homomorphism of G onto G. It follows that e is an iso­
morphism, for IGI = IGel = IG/Ker el and hence Ker e = {1}. If G is not finite, is it pos­
sible to have a homomorphism e of G onto G with e not an isomorphism? For example, if 
P is a p-Priifer group (see Section 6.2c, page 191), let e: P ~ P be defined by xe = px, x E P. 
Then Pe = P; but as P has an element of order p, e is not an isomorphism. 

In the following theorem we prove a result which tells us that for a special class of 
groups every onto homomorphism is an isomorphism. 

Theorem 7.6 (A. I. Mal'cev): Let G be any finitely generated group whose subgroups of 
finite index have intersection 1. Then every homomor­
phism 1> of G onto G is an automorphism. 
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Proof: Let K be the kernel of .p and let L be any subgroup of finite index in G. If L 
is of index j, then the number of subgroups of G of index j is finite. Let these subgroups be 

L = Lt, L2 , ••• , Lk 

Now, by Theorem 4.18, page 117, 

G = G.p ~ GIK 

and so the number of subgroups of index j in GIK is precisely k, the number of subgroups 
of index j in G. Let MtlK, ... , MklK be these subgroups of index j in GIK. Then 
M I , ••• , Mk are k distinct subgroups of index j in G, by Corollary 4.20, page 121. Thus the 
M;'s are simply a rearrangement of the L i• Therefore every Li is an Mi and so contains K. 
In particular 

L;;JK 

This means that every subgroup of finite index contains K. Hence K is contained in the 
intersection of the subgroups of finite index. By hypothesis, this intersection is 1. So 
K = 1. Accordingly.p is one-to-one, and .p is an automorphism. 

This theorem is important in current research in group theory. 

Problems 

7.21. Prove that there exists an isomorphism fl between S{Xl' x2} and S2 such that if (J E S{xl' x
2

} and 

xi(J = Xj, then i«(Jfl) = j. (Hint: see Problems 7.8 and 7.9, page 221.) 

Solution: 

Let a: {XI, X2} -> {1,2} be defined by Xja = j, j = 1,2. Let fl be defined by 

Then a, fl define a permutation isomorphism (see Problems 7.8 and 7.9) and therefore fl is an isomor­
phism with the required effect. 

7.22. Prove that in general there exists an isomorphism fl between S{xl'" .,Xn} and Sn such that if 

(J E S{X
1

, ... , xn} and x;(J = xi' then i«(Jfl) = j. (Use Problems 7.8 and 7.9.) 

Solution: 

Let a:{xv ... ,xn}->{1,2, ... ,n} be defined by x;a=i. If (JES{xl""'X
n
}' define (JflESn 

to be the mapping that sends i -> j if xi(J = Xj (as (J is a permutation of {xI' ... , xn}, (Jfl is a per­
mutation of {1,2, ... , n}). It is clear then that fl is onto Sn' and hence a, fl provide an isomorphism 
of permutation groups. Thus fl is the required isomorphism. 

7.23. Prove that if Hand K are subgroups of G, then each coset of H intersects a coset of K either in the 
empty set or in a coset of H n K. Hence prove that if Hand K are of finite index in G, so is H n K. 

Solution: 
If a coset of H and a coset of K have an element g in common, then the two co sets are Hg and 

Kg. X E HgnKg if and only if X = hg = kg, for some hE Hand k E K. But hg = kg if and 
only if h = k, i.e. hE HnK. Thus X E HgnKg if and only if X E (HnK)g. Then HgnKg = 
(HnK)g and the two co sets meet in a coset of HnK. 

If H is of index nand K is of index m, at most nm cosets can be found as intersections of a 
coset of H with a coset of K. Furthermore these are all the cosets of H n K, for any coset (H n K)g = 
Hg nKg and so is the intersection of a coset of H by a coset of K. Therefore H nK is of finite 
index in G if both Hand K are. 



232 PERMUTATIONAL REPRESENTATIONS [CHAP. 7 

7.24. Let G be finitely generated with a subgroup of index j. Prove that the intersection of all subgroups 
of index j in G is a normal subgroup of finite index. (Hard.) 

Solution: 
By Theorem 7.5, G has only a finite number of subgroups, Mv ... , Mn say, of index j. Now if 

M is any subgroup of index j, it is easy to prove that x-IMx = M is also of index j. (If the co sets 

of Mare Mg v ... ,Mgj, then the cosets of Mare MX-lgIX, Mx-lgzx, ... ,)iiIx-lgjx. For if g E G, 

x-lgx E Mg i, for some i, implies that g E x-IMxx-lgix = Mx-lgiX.) Hence M l nM2 n··· nMn = K 
is a normal subgroup of·G, for if g E K and x E G, x-lgx E x-IMlx, x- IM 2x, ... , x-IMnx. But 
x- 1M IX, •.. , x- 1M nX are n distinct subgroups of index j. Hence they must be all the subgroups of 
index j (perhaps in a different order). Thus x-lgx E K and so K <J G. K is of finite index by 
repeated application of Problem 7.23. 

7.25. Let G and H be two groups and suppose that G satisfies the conditions of Theorem 7.6. Let 
o : G ~ Hand ¢: H ~ G be epimorphisms. Prove that G = H. 

Solution: 
O¢ is an epimorphism of G to itself and so by Theorem 7.6, O¢ is an isomorphism. Then if 

g # 1, g E G, g(o¢) # 1 and thus go # 1. Therefore 0 is one-to-one and 0 is an isomorphism of 
G to H. 

7.26. Let Nand M be unequal normal subgroups of a finitely generated group G, M;;;> N. Suppose the 
intersection of the subgroups of finite index in GIN is the identity. Prove that GIM is not isomorphic 
with GIN. 

Solution: 
Let 0: GIM -> GIN be such an isomorphism. Let /l: GIN ~ GIM be defined by Ng ~ Mg. 

It is easy to verify that /l is an epimorphism. Then /l0 is a homomorphism of GIN onto itself. By 
Theorem 7.6, /l0 is an isomorphism. Now if gEM - N, (Ng)(/lo) = Mo is the identity of GIN. 
Thus /lO is not an isomorphism. This contradiction yields the required result. 

7.7 EXTENSIONS 

a. General extension 

Suppose G is a group with a normal subgroup H and that G/H "'" K. Then, using the 
terminology introduced in Chapter 5, G is an extension of H by K. It is convenient to gen­
eralize this concept and to say that G is an extension of H by K if G has a subgroup ii with 
ii "'" Hand G/il "'" K. It is our aim to investigate how a group is built as an extension 
of one group by another. 

In this section let G be a fixed group and H a normal subgroup of G. Let cp be an iso­
morphism of G/H onto K. Let X be a left transversal of H in G, i.e. a set of elements of 
G containing one and only one element from each left coset of H in G with 1 EX. 

If g E G, g = xh for some x E X and some h E H. It is easy to see that this expres­
sion for g is unique. Let g E G, x E X; then gx belongs to some coset of H in G, say the 
coset yH where y E X. Therefore 

gx = yh 

for some hE H. Now h is uniquely determined by g and x; we denote h by mg,x. Thus 

gx = ymg,x (7.22) 

The elements mg,x correspond to the elements aX,g introduced in Section 7.5b. (We use mg,x 

instead ofax,g because here we are dealing with left instead of right cosets. We will explain 
in Section 7.7c the minor reason why we use left co sets here.) 

Note that cp, the isomorphism of G/H onto K, is a one-to-one mapping of the set of left 
cosets of H onto K. Therefore we can unambiguously denote the representative of the coset 
gH by XI, if (gH)cp = k. In particular then, Xl = 1. With this notation, 

X = {Xk IkE K} 



Sec. 7.7] EXTENSIONS 233 

Notice that as (XkXkB)cp = {(xkH)(XkB)}cp = (xdl)cp(xkB)cp = kk' where k, k' E K, the rep­
resentative of the coset XkxkB is Xkk'. Then, from (7.22) we have 

We suppress the x's and write mk,k' for mxk.xk,. Thus, 

(7.23) 

Every element g in G can be written uniquely in the form xkh where X/c EX, hE H. 

To express the product of two elements xkh and xk,h' as the product of an element of X 
by an element of H, we proceed as follows: • 

(7.24) 

Observe that X~,1 hXk' E H since H is a normal subgroup of G. So Xkk' E X and 
mk,k'x~,1 hxk-h' E H. The right-hand-side of (7.24) looks less complicated if we introduce the 

. hk' -1 h notatIOn for Xk' Xk'; then .... 
(7.25) 

It appears from equation (7.25) that the extension G of H by K that we have been in­
specting is determined by the mk,k' and by the images hk' of the elements h obtained by con­
jugation by the Xk', i.e. by forming x-;;~ hXk'. One may conveniently think of the elements 
mk,k' in H as the images of a function m of two variables (coming from K) with values in H. 
In other words, we may think of m as a mapping from the cartesian product K x K into H, 
where we use mk,k' to denote the image of (k, k') E K x K under this mapping m. Con­
tinuing with this analysis, let us turn to the elements hk. For each k E K we have a 
mapping, ka say, of H into H, namely the mapping which sends an element h in H to the 
element hk. In a way then the group G is made up of two mappings: 

(1) a mapping m from K x K into H, 

(2) a mapping a of K into a set of mappings of H into H. (The effect of ka is to map 
h to hk .) • 

Indeed m and a determine G up to isomorphism (see Problem 7.27). If we add enough con­
ditions to these mappings, one can reverse the procedure we have been outlining and con­
struct from H, K and the mappings m and a an extension G of H by K. (See A. G. Kurosh, 
The Theory of Groups, Vol. II, Chelsea, 1960, translated by K. A. Hirsch, for details.) We 
will not tackle the general problem but we will consider only a particular case (in 
Section 7.7c). 

Problems 

7.26. Let G be the dihedral group of degree 3. G is an extension of a cyclic group of order 3 by a cyclic 
group of order 2. After choosing a suitable left transversal, find the mappings m and a introduced 
above. 

Solution: 
Using the notation of Section 3.4f, page 75, let H = {O"l> 0"2' 0"3}' Then, as can be easily checked, 

H <J G. Since IGI = 6, G/H is of order 2 and thus a cyclic group of order 2. Let {t, T} be a left 
transversal for H in G. Then 

"l: is the identity mapping of H onto H, while ra sends 0"1 to 0"2' 0"2 to 0"1 and 0"3 to 0"3' 
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7.27. Let G, G be two groups, both extensions of H by K. Assume that H is actually a subgroup of both 

G and G. Let X, X be transversals of H in G, G respectively. Let m, in and a, ii be the mappings ob­

tained above. Prove that if m = in and a = ii, then G == G. 

Solution: 

The elements of G are uniquely of the form Xkh, where Xk E X, hE H, while the elements of 

G are uniquely of the form xkh, where Xk E X. Let 8: G ..... G be defined by (Xkh)8 = xkh. Then 
8 is a one-to-one onto mapping. To prove 8 is a homomorphism, we consider the product of two 
elements of G. 

Thus G == G. 

b. The splitting extension 

Suppose G is as in Section 7.7a. Consider the particular case where mx,x' = 1 for all 
x, x' EX. By examining equation (7.22) xx' = x", i.e. the product of two elements in X 
is again in X. Furthermore, we have 1 EX. Let x E X, and let y E X be such that 
x-IH = yH; then xy E H. Accordingly 

xy = 1mx,y where mX,y E H 

However mX,y = 1, and so xy = 1. Thus x has an inverse in X, and so X is a subgroup of 
G. Since H <J G, XH is a subgroup (Theorem 4.23, page 125). But every element of G 
is of the form xh, x EX, hE H. Hence XH = G. Since distinct elements of X lie in 
distinct co sets of H in G and 1 E H, we have 

XnH = {1} 

Since X and H are subgroups of G with XH = G, HnX = {1} and H <J G, G is said to 
split over H. X is called a complement of H. 

Note that if G splits over H, we can choose any complement X of H as a transversal for 
H in G, since two distinct elements of X belong to distinct co sets of H. Now X is a sub­
group of G, and it follows that if we define mg,x as in Section 7.7a with X as transversal, 
then mx,x' = 1 for all x, x' in X. 

If G splits over H and X is a complement of H, then 

G/H = HX/H == X/HnX == X 

In other words, G is an extension of H by X; that is, if G splits over H, G/H is isomorphic 
with any complement of H. 

It is convenient to introduce the following definition. We say that a group G is a 
splitting extension of HI by Xl if there exists a normal subgroup H of G isomorphic to HI 
such that G splits over Hand G/H == Xl. 

Problems 

7.28. Prove that the dihedral group D of order 8 is a splitting extension of a cyclic group of order 4 by 
a cyclic group of order 2. 

Solution: 

We use the multiplication table for D given in Problem 7.6(a), page 220. Let H = {I, at> a2' a3}; 
then H is cyclic of order 4 since 
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Moreover H is a normal subgroup of G. This can be verified either by direct calculation, checking 
that if dE D and hE H then d-lhd E H, or by noting that H is of index 2 in D. Now letting 
X = {1, a4}, a! = 1 and so X is a subgroup of D. Since a4 tl H, it follows that the co sets H, a4H 
are disjoint. Therefore, as there are 8 elements in H U a4H, 

D = H U a4H or D = XH 

Finally HnX {1} 

So D is a splitting extension of H by X as required. 

7.29. Prove that neither the dihedral group of order 8 nor the quaternion group of order 8 is a splitting 
extension of a group of order 2 by a group of order 4. 

Solution: 
Let E stand for either the dihedral group of order 8 or the quaternion group of order 8. Suppose 

E is a splitting extension of a subgroup H of order 2 with complement X of order 4. Then H is a 
normal subgroup of G. Now suppose H = {1, h}. If e E E, then e-lhe E H. Since h # 1, 
e-lhe # 1. Thus e-lhe = h for all e E E. In particular if x E X, then x-lhx = h. Now 
E = XH. Since X is of order 4, X is abelian (see Problem 5.19, page 140). 

Now suppose e, lEE; then 

e = x'h', I = x"h" (x', x" E X, h', h" E H) 

Recall that every element of H commutes with every element of X and that X is abelian; then 

el = x'h'· x"h" = x'x"h'h" = x"x'h"h' = x"h"x'h' = Ie 

Thus E is abelian. But neither the dihedral group of order 8 nor the quaternion group of order 8 
is abelian. Hence we have a contradiction to the assumption that either of these groups is a 
splitting extension of the type described. 

Alternate proof: If E is a splitting extension of H by X of order 2 and 4 respectively, since 
H n X = {1}, H <l E and X <l E (as X is of index 2), it follows that E = X X H, the direct product 
of X and H by Corollary 5.17, page 145. From this it again follows that E is abelian, thus producing 
a contradiction. 

7.30. Prove that the quaternion group of order 8 is an extension of a group of order 4 by a group of order 
2, but is not a splitting extension. 

Solution: 
We use the multiplication table for !J{, the quaternion group of order 8 given in Problem 7.6(b), 

page 220. 

First let K = gp(a3)' Then K is of order 4 and therefore of index 2. Thus K is a normal sub­
group of !J{, and it follows that !J{ is an extension of K by !J{/K. Clearly !J{/K is cyclic of order 2, 
and so !J{ is an extension of a group of order 4 by a group of order 2. 

Now suppose !J{ splits over any subgroup K of order 4. Then !J{/K is of order 2 and hence 
abelian. Therefore K contains the commutator subgroup of !J{ by Problem 4.68, page 116. In 
particular, K contains a2 since 

Now we must check that if x is any element except 1 and a2 of !J{, then x is of order 4. This can be 
done directly, using the mUltiplication table for!J{. Suppose now, if possible, that !J{ is a splitting 
extension of K by X. Then the subgroup X is of order 2, say X = {1, x}. But as we saw above, X 
is of order 4 since x # 1, x # a2' So the subgroup X is not of order 2. This is a contradiction and 
so the desired result follows. 

Alt~rnate proof: If!J{ is a splitting extension of a subgroup K of order 4 by a subgroup X of 
order 2, then KnX = {1} and K <l!J{. But every subgroup of the quaternion group is normal 
(Problem 5.43, page 158). Therefore X <l!J{. It follows, by Theorem 5.16', page 146, that !J{ = 
K X X. This implies !J{ is abelian, which is a contradiction. 

7.31. Is the alternating group of degree 4 a splitting extension of a group of order 6 by a group of 
order 2? 

Solution: 
By Problem 5.1, page 131, the alternating group of degree 4 does not contain a subgroup of order 

6. Thus the result follows. 
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c. An analysis of splitting extensions 

Suppose now that G is a splitting extension of H by K with complement X. Then by 
Section 7.7b, we may use X as a transversal for H in G, and mx,x' = 1 for all x, x' EX. 
Consequently each element g EGis uniquely expressible in the form 

g = xkh where k E K, h E H 

and equation (7.25) becomes xkhx/c, h' = Xkk' hk' h' 

For each k E K the mapping h-'>hk (hEH) 

(7.26) 

(7.27) 

(7.28) 

is an automorphism of H, for H <J G and hk = Xk 1 hXk imply, by Problem 3.57, page 85, 
that the mapping h -'> hk (h E H) is an automorphism of H. 

Finally we remark that if we let a be the mapping which assigns to each element k E K 
the automorphism 

(h E H) 

of H, then a is itself a homomorphism of K into the group of automorphisms of H. (This 
explains why we used a left transversal in Section 7.7(a), namely so that the mapping a be 
a homomorphism.) We have only to prove that 

(kk')a = kak'a (7.29) 

To verify (7.29), let us take an arbitrary element hE H and apply the automorphism 
(kk')a to h: 

h[(kk')a] X';k: hXkk' = (XkXk,)-lh(XkXk') since Xkk' = XkXk' by (7.27) 

(Xk,lXk1)h(XkXk') = Xk}(Xk 1 hXk)Xk' 

Xk,l [h(ka)]Xk' [h(ka)](k'a) 

h[(ka)(k'a)] by the definition of the product of two automorphisms 

Thus we have (kk')a = (ka)(k'a) 

We now replace hk' by h(k'a) in (7.27). Then (7.27) becomes 

xkh· Xk' h' = Xkk" h(k' a)h' (7.30) 

What is the situation we have arrived at? We started from a group G which splits over H. 
Then we chose a subgroup X of G such that G = XH and XnH = {I}. We were given an 
implicit isomorphism cp of G/H with K and we denoted the element in X which corresponds 
to k in K by Xk. Then we observed that the elements of G were uniquely expressible in the 
form xkh with k E K, hE H. The way in which elements of G are multiplied was then 
computed by making use of the existence of a homomorphism a of K into the automorphism 
group of H and by applying (7.30). Therefore we may suspect that if we are given 

(a) a group H, 
(b) a group K, 

(c) a homomorphism a of K into the automorphism group of H, 

then we can create a splitting extension of H by K. 

Indeed this is the case. All we have to do is to reverse the process we have described. 
To be precise, starting with the data (a), (b) and (c), we let G be the cartesian product of 
K and H, i.e. 

G = KxH = {(k, h) I kEK, hEH} 
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We define a binary operation in G according to the formula 

(k, h)(k', h') = (kk', h(k'a)h') (7.31) 

The reader will note the strong similarity between (7.30) and (7.31). 

Before verifying that G is a group and a splitting extension of H by K, we will make the 
similarity of equations (7.30) and (7.31) even more evident. Let Xk = (k, 1) and h = (1, h), 
and define ka by h(ka) = (1, h(ka)). Then from (7.31) obtain 

xkhxk' h' = Xkk' h(k' a)h' 

This equation resembles equation (7.30) even more closely than (7.31) does. 

We will now prove that G is a group and that it is a splitting extension of H by K. 

(i) We note first that (7.31) defines a binary operation in G. 

(ii) The binary operation defined by (7.31) is associative: 

((k, h)(k', h'»)(k", h") = (Ide', h(k'a)h')(k", h") 

= ((lcle')le", ([h(lc'a)h'](le"a))h") (7.32) 

(( kk')k", {[ (h(le' a) )(le" a)] [h'( k" a)] } h") 

N ow we work out 

(k, h)((lc', h')(k", h")) = (k, h)(k'k", h'(k"a)h") 

= (k( k' le"), [h( k' le")a][ h' (k" a) h"J) 

By (c) above, a is a homomorphism, and so (k'k")a = le'a °lc"a. Thus 

(k, h)((k', h')(le", h"» = (k(k'k"), [heCk' a)(k" a»)][h'(le" a)h"J) 

= ((lek')k", [(h(k' a»)(le" a)][h'(k" a)h"]) 
(7.33) 

The associative law immediately yields the equality of (7.32) and (7.33). 
(7.31) is an associative operation. 

Therefore 

(iii) There exists an identity in G: (1,1). Notice, of course, that the left-hand 1 in (1,1) is 
the identity of K while the right-hand 1 of (1,1) is the identity of H. To check that 
(1,1) is an identity, let (k, h) E G. Then 

(1, l)(k, h) = (k,l(ka)h) = (k, h) 

since ka is an automorphism of H, and so maps the 1 of H to itself. Similarly 

(k, h)(l, 1) = (k, h(la)l) = (k, h) 

since 1a is the identity automorphism of H, and so leaves H identically fixed. 

(iv) Finally we must check that every element of G has an inverse. Let (k, h) E G. We 
claim that 

is the inverse of (k, h). To prove this, we simply observe that 

(k, h)(lc-t, h-1(k-1a» = (1, [h(k-1a)][h-1(k-1a)]) = (1, (hh-1)(k-1a» 

since k-1a is an automorphism of H. Thus 

Similarly 

(k, h)(k-t, h-1(le-1a» = (1,1) 

(k- 1, h-1(k-1a»)(k, h) = (1,1) 

We have thus verified that (k-t, h-1(k-1a» is the inverse of (k, h). 
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(i), (ii), (iii) and (iv) above establish in every detail the proof that G is a group. 

Next we verify that G is a splitting extension of H by K. To accomplish this, put 

fi = {(l,h) I hEH} and K = {(le,l) I leEK} 

Then it is easy to prove that fi and K are subgroups of G and that 

h ~ (1, h) and le ~ (le, 1) 

are isomorphisms of H onto fi and K onto K respectively. 

Now to prove that fi is a normal subgroup of G, observe again that if g E G, then 

If (1, h') E fi, then 

g-1(1, h')g 

g = (le, h) = (le, 1)(1, h) 

(le, h)-1(1, h')(le, h) 

((le, 1)(1, h))-1(1, h')((k, 1)(1, h)) 

[(1, h)-1(k, 1)-1](1, h')((le, 1)(1, h)) 

Since (le, 1)-1 = (le-l, 1), we have (le, 1)-1(1, h')(k, 1) = (1, h'(lea)). Thus 

g-1(1, h')g = (1, h-1)(1, h'(lea))(l, h) E fi 

since the product of elements of fi belongs to fi. Hence fi is normal in G as claimed. 
Clearly finK = {(1,1)} and 

G = Kii 
as we saw earlier, since (k, h) = (le, 1)(1, h). Consequently we have constructed from the 
data (a), (b) and (c) a splitting extension G of H with complement K. Therefore G is a split­
ting extension of H by K. 

The group G that we have constructed is called the splitting extension of H by K via a. 

We emphasize the importance of the above discussion and the related problems which 
follow. 

Problems 

7.32. Construct a non-abelian group of order 6 as a splitting extension of a group of order 3 by a group 
of order 2. 

Solution: 

Recall that if we are given (a) a group H, (b) a group K, (c) a homomorphism a of K into the 
automorphism group of H, then we can construct a group from this data as follows. Consider the 
set G of all the pairs (k, h) (k E K, hE H) and define a binary operation in G by 

(k, h)(k', h') = (kk', h(k'a)h') 

Then G becomes a group which is a splitting extension of H by K. So in the case at hand, we have 
the group H (the cyclic group of order 3) and the group K (the cyclic group of order 2). We need 
the homomorphism a. This means in the first place that we need to know more about the automor­
phism group of H, the cyclic group of order 3. Now if H is generated by h, then 

H = {I, h, h2} 

The mapping which sends each element of an abelian group into its inverse is an automorphism 
(check this). So if 1): H -> H is this automorphism, 

1): 1->1, h->h- 1 =h2 , h2 ->h- 2 =h 
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Now 712 = t, and so gp(7J) is cyclic of order 2. Thus the groups K and gp(7J) are isomorphic, and 
accordingly we can take a to be the isomorphism of K onto gp(7J). Let G be the splitting extension 
of H by K via a. To see how some of the elements of G combine, let K = {1, k}. Then 

(k, h)(k, 1) = (k2, h(ka)l) = (1, h2) 

Now (k, l)(k, h) = (k2, l(ka)h) = (1, h), and so (k, h)(k, 1) :/= (k, l)(k, h). Thus G is non-abelian and 
is an extension of H by K. 

7.33. Are there non-abelian groups of order 2 X 777? 

Solution: 

There are non-abelian groups of order 2 X 777. To produce one such group, let H be cyclic of 
order 777. Then H has an automorphism r of order 2, namely the mapping r which sends every 
element of H to its inverse. So there is a homomorphism a of K, the cyclic group on k, of order 2, 
into the automorphism group of H, namely the one which sends k to r. Let G be the splitting exten­
sion of H by K via a. Then G is the required group. 

7.34. Construct two non-isomorphic non-abelian groups of order 168. 

Solution: 

Let Hl = gp(h1) be cyclic of order 84 and Kl = gp(k1) cyclic of order 2. Let a be the homo­
morphism of Kl into the automorphism group of Hl defined by k1a: hi -? h~i. Then G1, the split­
ting extension of Hl by K 1, is of order 168. The center Zl of G1 is of order 2, consisting of (1,1) 
and (1, hi2) which can be easily checked by direct calculation. 

Now we construct a second group of order 168. Here we take H2 = gp(h2) to be of order 42 
and K2 = gp(k2) to be cyclic of order 4. 

As usual, H2 has an automorphism of order 2, i.e. the mapping defined by 
i -i 

r: h2 -? h 2 , i = 0, 1, ... ,42 

Let {3 be the homomorphism of K2 onto gp(r) defined by 

k~{3 = r i , j = 0,1,2,3 

Thus k~{3 = t. Let G2 be the splitting extension of H2 by K2 via {3. Then, as the reader may check 
by direct calculation, the center Z2 of G2 consists of (1,1), (1, h~l), (k~, 1), (k~, h~l) and is therefore 
of order 4. 

Now both G1 and G2 are non-abelian since IZll = 2, IZ21 = 4. Moreover if G1 and G2 are iso­
morphic groups, they have isomorphic centers. Therefore G1 and G2 are not isomorphic. 

7.35. Construct all possible groups of order 30 which are extensions of a cyclic group of order 10 by a 
cyclic group of order 3. 

Solution: 

The solution of this problem requires knowledge of the automorphism group of the cyclic group 
H = gp(h) of order 10. If r is an automorphism of H, then hr is of order 10. The possibilities for 
hr are therefore 

Let r; be the automorphisms defined by the possibilities listed above (i = 1,2,3). Now ri = 1, 'Ti = 1, 
'T~ = 1; thus none of the automorphisms of H is of order 3. So the only possible homomorphism a 

of a cyclic group K of order 3 into the automorphism group of H is the one which sends every ele­
ment of K onto the identity automorphism. The resultant splitting extension of H by K is then 
abelian (indeed it is isomorphic to the cyclic group of order 30). 

7.36. Construct a non-abelian group of order 222 by using splitting extensions. 

Solution: 

Form a splitting extension of a cyclic group H of order 111 by a group K = gp(k) of order 2 
via the homomorphism taking k to the automorphism which sends every element of H into its inverse. 
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7.37. Construct a non-abelian group of order p3 for each prime p by using splitting extensions. (Hard.) 

Solution: 
Let H be the direct product of a cyclic group gp(a) of order p with a cyclic group gp(b) of order 

p. Each element of H is uniquely of the form 

arbs with 0 "" r < p, 0 "" s < p 

Let T: arbs .... arbs+ r. We will show that T is an automorphism of H of order p. First let tn and n 
be any integers. We claim that 

(ambn)T = ambm +n 

Let tn = tn' + qp, n = n' + sp where 0 "" tn' < p, 0 "" n' < p. Then 

(ambn)T = am'bm'+n' = ambm'bn' = ambmbn ambm +n 

To verify that T is a homomorphism, observe that 

(amlbn1. am2 bn2 )T = aml+m2bml+m2+nl+n2 

= amlbml+nl. am2bm2+n2 = (amlbnl)T(am2bn2)T 

Clearly Ker T = {1}, and so T is one-to·one. It is easy to check that T is also onto. Thus T is an 
automorphism. Note that aTP = ab p = a, so that TP acts as the identity on a and b, which form a 
set of generators of H. Hence T is of order p. 

Now let K = gp(k) be of order p. The mapping cr: k i .... Ti is an isomorphism. Then we form 
the splitting extension of H by K via cr. This gives a group G of order p3. G is non-abelian since 
(1, a)(k, 1) = (k, ab), but (k, 1)(1, a) = (k, a). 

d. Direct product 

Consider the special case of a splitting extension G of a group H by a group K via 
a homomorphism ll' in which ll' takes K onto the identity group of automorphisms of 
H. In this case G consists of the pairs (h, k) (h E H, k E K) with binary operation given 
by (h, k)(h', k') = (hh', kk'). So G is, in the terminology of Section 5.3a, page 143, simply 
the external direct product of Hand K. The obvious usefulness of this construction is that 
we do not require any knowledge of the automorphism group of H to construct the direct 
product. Notice that if Ii = {(I, h) I hE H} and K = {(k,l) IkE K}, then G is the in­
ternal direct product of its subgroups Hand K, again in the sense of Chapter 5. We will 
not pursue this concept of direct product here any further. 

7.8 THE TRANSFER 

a. Definition 

Suppose G is a group with an abelian subgroup A of finite index. The transfer is a 
special homomorphism of G into A. The use of such transfer homomorphisms has been 
important in the theory of finite groups. Here we will examine one application of the 
transfer and briefly mention another (at the end of Section 7.8d). 

To define the transfer T of G into A, choose a right transversal X of G in A. We repeat 
that A is an abelian subgroup of G of finite index n, say. Therefore IXI = n. Recall that 
if g E G, then g is the element of X in the coset Ag. Let Xl, X2, ••• , Xn be the elements of 
X; then if g E G, we define a mapping T of G into A by 

gT = XIg(Xlg)-l. X2g(X2g)-1 •.•.• xng(Xng)-1 

It is clear that gT E A since, as Xig and Xig belong to the same coset of A, 

Xig(Xig)-l E A (i = 1, .. . ,n) 

This mapping T is the homomorphism of G into A mentioned above; it is called the transfer 
of G into A. There are two items to be verified: (1) T is a homomorphism and (2) T is 
independent of the choice of the transversal X. 
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b. Proof that T is a homomorphism 

We compute (gh)T, where g, hE G: 

(gh)T (xlgh(Xlgh)-l) • (x2gh(X2gh)-1) •...• (xngh(xngh)-l) 

(xlgh(Xlgh)-l) • (x2gh(X2gh)-1) •...• (xngh(xngh)-l) 

241 

(since Xigh = xigh by (7.3), page 219) 

(Xlg(Xlg)-l • xlgh(Xlgh)-l) • (X2g(Xzg)-1 • x2gh(xzgh)-1) • 

• (Xng(Xng)-l • xngh(xngh)-l) 

Now everyone of the elements Xig(Xig)-l, xjgh(xjgh)-l lies in A; since A is abelian, they must 
commute. So we can rewrite (gh)T in the form 

(gh)T = [XIg(XIg)-l. X2g(X2g)-1 •...• xng(Xng)-l] 

• [xIgh(Xlgh)-l • x2gh(X2gh)-I • ...• xngh(xngh)-l] 

But observe that Xi ~ Xig (i = 1, ... , n) 

is a permutation of X (Section 7.4a). This means that 

xlgh(Xlgh)-l. x2gh(X2gh)-1 •...• xngh(xngh)-l 

(7.34) 

simply consists of the n elements xih(Xih)-l (i = 1, ... , n) multiplied together in some order. 
Since A is abelian, the order of such a product is immaterial. Thus 

xlgh(Xlgh)-l. Xzgh(X2gh)-1 • ...• xngh(xngh)-l xlh(xlh)-l. x2h(X2h)-1 •...• xnh(xnh)-l 

Then it follows from equation (7.34) that 

(gh)T 

for all g, h in G. Thus T is a homomorphism. 

= hT, by definition 

c. Proof that T is independent of the choice of transversal 

We now prove that T is independent of the choice of the transversal X. 

The proof depends on an analysis of the product 

gT = Xlg(Xlg)-l. X2g(X2g)-1 • ...• xng(Xng)-l 

where again {Xl, X2, ... , Xn} = X is a right transversal of A in G. We recall from Section 
7.4a that the mapping Xi ~ Xig is a permutation of X. Now every permutation of a finite 
set can be written as a product of disjoint cycles (Theorem 5.26, page 167). So, after 
relabeling the elements of X if necessary, we can assume that 

Xlg = X2, X2g = X3, ... , Xk-lg = Xk, Xkg = XI 

Xk+lg = Xk+2, Xk+2g = Xk+3, ... , Xk+l-l = Xk+l, Xk+lg = Xk+l 

Xn-m+lg = Xn- m+2, Xn- m+2g = Xn- m+3, ... , Xn-lg = Xn, xng = Xn-m+l 

(Note that k + l + ... + m = n, where n is the index of A in G.) Then 

gT = (Xlg(Xlg)-l. X2g(X2g)-1 • ...• Xkg(Xkg)-l) 

• (Xk+lg(Xk+lg)-l. Xk+2g(Xk+'2lJ)-1 • ...• Xk+lg(~)-I) •... 

• (Xn-m+lg(Xn-m+lg)-1 • Xn - m +2g(Xn- m+2g)-1 • ...• Xn(gxng)-l) 

(Xlgx;l • X2gx;1 • ...• Xkgx;l) 

-1 -1 -1) • (Xk+lgXk+2· Xk+2gXk+3· ...• Xk+lgXk •... 

( 
-1 -I -I ) • Xn- m+lgXn - m+2· Xn-m+2gXn- m+3· ...• XngXn-m+l 
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and thus (7.35) 

Note that Xlgkx~l = (Xlg(Xlg)-I) • (X2g(X2g)-I) •...• (Xkg(Xkg)-I) E A, since it is the prod­
uct of factors Xig(Xig)-1 which belong to A. Similarly, Xk+lg1xk"L, ... , Xn-m+IXmX;;-:m+l EA. 

Weare now able to prove 

Lemma 7.7: Let A be an abelian subgroup of finite index in a group G and let X = 
{Xl, X2, ... , Xn }, Y = {Yl, Y2, ... , Yn} be two left transversals of A in G. 
Furthermore let T and 'T be mappings of G into A defined respectively by 

gT = Xlg(Xlg)-I. X2g(X2g)-I • ...• xng(Xng)-1 (where g E G) 

and 
~ ~ r-.J 

g'T = Ylg(Ylg)-I. Y2g(Y2g)-1 • ...• Yng(Yng)-1 (where g E G) 

where, if hE G, h denotes the element of X in the coset Ah and h denotes the 
element of Y in the coset Ah. Then 

T == T 

Proof: We may assume on suitably reordering Y that 

Yi = aiXi (ai E A) 

Now if Xig = Xj, then AYj = Aajxj = AXj = AXig = Aa.;Xig = AYig. This means that 
~ 

Yig = Yj 

It follows therefore as in equation (7.35) that if g E G, then 

g'; = (Ylgky~l). (Yk+ 19lyk"! I) •...• (Yn-m+lgmY-;;:m+l) (7.36) 

But Yi = aiXi, and we know that the elements Xlgkx~l, Xk+lg1Xk"!1, ... , Xn-m+lgmX;;-:m+1 lie 
in the abelian subgroup A. Therefore 

Ylgky~l = al(xlgkx~l )a~l = Xlgkx~l 
Yk+lg1y"kL = ak+l(xk+lglx"kL)ak~1 = Xk+lg1Xk!1 

Thus it follows from (7.35), (7.36) and the above remarks that gT = g'T. 

This lemma establishes that the transfer homomorphism T is independent of the choice 
of transversal. Accordingly we may speak of the transfer of G into A. 

d. A theorem of Schur 

Using the transfer, we now prove the following important theorem of I. Schur. 

Theorem 7.8: Let G be a group whose center A is of finite index. Then the derived group 
G' of G is finite. 

Proof: Suppose IG/AI = n. Let X = {Xl, ... ,Xn} be a transversal of A in G and let 
T be the transfer of G into A. Now if g E G, then by equation (7.35) 

But Xlgkx;l E A and A is the center of G. So 

Xlgkx~l = X~l (Xlgkx~l )Xl = gk 

Similarly, l -1 l m -1 _ m 
Xk+lg Xk+l = g, ... , Xn-m+lg Xn-m+l - g 
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Thus, for each g E G, gT = gn. 

Notice that the image of Gunder T is a subgroup of A and is therefore abelian. Then 
by Theorem 4.18, page 117, G/K is abelian, where K is the kernel of T. But by Problem 4.68, 
page 116, this implies G' C K. 

Now as G/A is finite, so is G'A/A. This means that G'/G'nA is also finite since by 
Theorem 4.23, page 125, 

G'A/A == G'/G'nA (7.37) 

Since G' /G' n A is finite, G' itself is finite if G' n A is finite. SincegT = gn for every g E G, 
every element of the kernel has finite order. It follows that the elements of G'nA have 
finite order. We will show that G' n A is finitely generated. Assuming this true for the 
moment, it follows that G' n A is finite (Problem 6.44, page 198). Thus G' is also finite. 
This completes the proof of Schur's theorem but for the verification that G' n A is finitely 
generated. 

We accomplish this by showing first that G' is finitely generated. If g, hE G, then 
g = aXi and h = bXj, where a, b E A, Xi, Xj EX. Then since A is the center of G, we have 

This means that there are at most n2 distinct commutators in G. Therefore G' is finitely 
generated since it is generated by commutators. 

Finally G' n A is finitely generated since it is of finite index in a finitely generated group 
(Theorem 7.4, page 227). This completes the proof of Schur's theorem. 

It is worth noting one fact that emerged in this proof: the transfer into the center is 
simply the mapping that takes each element g to gn where n is the index of the center in G. 

We end our discussion of the transfer by mentioning that if all the Sylow subgroups of 
a finite group G are cyclic, then G is metacyclic (i.e. an extension of a cyclic group by a cyclic 
group). This theorem can be proved by using the transfer. The proof is not too complicated; 
however, it is lengthy and will not be given here. Reference to a proof may be found in 
Section 5.2a, page 139. 

A look back at Chapter 7 

We re-proved Cayley's theorem, namely that every group is isomorphic to a group of 
permutations. The ideas that arose from Cayley's theorem were generalized. In particular 
we called a homomorphism of a group G into the symmetric group on a set X a permutational 
representation of G (on X). Permutational representations were roughly classified. We 
explained an important permutational representation of a group G called a coset representa­
tion. This representation allowed us to provide a variation of Cayley's theorem due to 
Frobenius. Then we used Frobenius' theorem and the coset representation to prove three 
theorems: (1) a subgroup of finite index in a finitely generated group is finitely generated; 
(2) the number of subgroups of fixed finite index in a finitely generated group is finite; (3) if 
G is a finitely generated group whose subgroups of finite index have only the identity sub­
group in common, then every homomorphism of G onto itself is also one-to-one, i.e. an 
automorphism. 

We called a group G an extension of a group H by K if there is a normal subgroup H 
of G such that G/H == K and fj == H. An analysis of this situation was made simpler 
because of our discussion of both coset representations and Frobenius' theorem. This 
~nalysis of extensions was specialized to splitting extensions, where we provided a method 
of constructing a splitting extension of two groups Hand K. 

Finally we defined a special kind of homomorphism of a group into an abelian 
subgroup, called the transfer. We then used the transfer to prove that the derived group 
of a group whose center is of finite index is finite. 
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Supplementary Problems 
PERMUTATION REPRESENTATIONS, COSET REPRESENTATIONS, FROBENIUS THEOREM 
7.38. Let Dn be the dihedral group of order 2n and let Cn be its cyclic normal subgroup of order n. Find 

explicitly 
(1) the representation of Dn onto itself given by Cayley's theorem, 
(2) a coset representation of Dn using Cn as the subgroup, 
(3) the representation provided by the Frobenius theorem. 

7.39. Give a permutation representation of An of degree 2n. 

7.40. Find a faithful representation of G X H on n + m letters if G C; Sn, H C; Sm. 

EXTENSIONS 

7.41. Construct a non-abelian group which is an extension of an infinite cyclic group by a group of order 2. 

7.42. Prove that if G is a non-abelian group with an infinite cyclic normal subgroup of index 2, then G 
is a splitting extension of an infinite cyclic group by a group of order 2. 

7.43. Prove that there are precisely three non-isomorphic extensions of an infinite cyclic group by a group 
of order 2. 

7.44. Prove that an extension of a cyclic group of even order by a group of order 3 splits. 

7.45. Construct a non-abelian group of order 36. 

7.46. Construct five non-isomorphic groups of order 55 X 3. 

7.47. Let D be the set of infinite sequences of integers, i.e. D consists of the sequences a = ... , 
a-1,aO,al,'" (aiEZ). If b= ... ,b_ lI bO,b1, ... , define a+b= ... ,a_l+b_1,ao+bo,a1+bl' .. ·. 
D is an abelian group under the operation of addition of sequences. For each integer n define a 
mapping an of D by putting aan = ... , b_ l , bo, bl , ... , where bi = ai-no Prove that 
(1) an is an automorphism of D, (2) aman = am+n, 
(3) A = {ai liE Z} is an infinite cyclic group generated by a1' 

7.48. Let W be the splitting extension of D of Problem 7.47 by the infinite cyclic group C = Up(c) via the 
mapping that sends c to a1' Prove that W is a non-abelian group. Find a proper subgroup of W 
which is isomorphic to W. Prove that WIW' is infinite cyclic. (Hard.) 

TRANSFER. MAL'CEV'S THEOREM, MARSHALL HALL'S THEOREM. 
7.49. Prove that if A is an abelian subgroup of finite index in a simple group G, then the transfer of G 

into A sends G into 1. 

7.50. Prove that if G is a finite group whose center Z has order co-prime to its index, then the transfer 
of G into Z is onto. (Hard.) 

7.51. Prove that an infinite group with a subgroup of finite index is not simple. 

7.52. A group is said to be residually finite if the intersection of all its normal subgroups of finite index 
is the identity_ Prove that an extension of a residually finite group by a finite group is residually 
finite. (Hint: The preceding problem gives a clue.) 

7.53. Let G be a cyclic extension of a cyclic group N of order n by a cyclic group of order m. Let 
N = up(a) and GIN = Up(bN). Prove that b-lab = a3, where j is co-prime to nand bm = ak 

(where j and k are integers). Prove that jk == k modulo n. 

7.54. Prove that a cyclic extension of a finitely generated residually finite group (defined in Problem 7.52) 
is residually finite. (Hint: Use Marshall Hall's theorem. Then use the fact that the automorphism 
group of a finite group is finite.) (Hard.) 

7.55. Prove that if G is a group and Gl , G2, ••• are subgroups of G such that G1 ~ G2, G1 C;G2, G2 ~ G3, 

GZ C;G3, ••• , then uG i is a subgroup of G which is not finitely generated. 

7.56. Let G be a residually finite group (defined in Problem 7.52) and suppose every subgroup of G is 
finitely generated. Prove that if H is a subgroup of G such that HIN == G for some normal sub­
group N of G, then N = {I}. (Hint: Use Problem 7.55.) 

7.57. G is a finitely generated group, every element of which has only a finite number of conjugates. 

Prove that IG'I < 00. (Hint: /]1 C(Ui) = Z(G) if U1, ... , Un are the generators of G.) 

7.58. G is a group in which every element has only a finite number of conjugates. Prove that every 
element of G' is of finite order. (Hint: Use Problem 7.57.) 



Chapter 8 

Free Groups and Presentations 

Preview of Chapter 8 

We begin with a property of the infinite cyclic group and generalize this property to 
define free groups. We ask questions similar to those we asked in Chapter 4 concerning 
cyclic groups: 

(1) Do free groups exist? 
(2) When are two free groups isomorphic? 
(3) What are the homomorphisms of free groups? 
(4) What are the subgroups of free groups? 

In answering (3) we will learn that every group is a homomorphic image of a free 
group. This provides a new way of describing a group, i.e. as a factor group of a free 
group. Such a description of a group is called a presentation. 

8.1 ELEMENTARY NOTIONS 

a. Definition of a free group 

Recall that if G is a group and X (#~) a subset of G, 

gp(X) = {X;I ••• x:n I Xi EX, €i = ±1} 

If X;I ... x:n and y~1 ... y:m are two products with xi' Yi E X and €i = ±1, 'fJi = ±1, then 
they are said to be identical if n = m, x. = y. and €. =". for i = 1, ... , m. Two products 

1. t t "It 

are said to be different if they are not identical. 

It is easy to see that two different products of the form X;I ... x:n can give rise to the 
same element of G. For example, if X = {x, y}, then xy and xx-1xy are different products 
of the form X;I ... X:n but they give rise to the same element of G, i.e. xy. To avoid re­
dundancy, we introduce the concept of a reduced product: 

A product X;I ... x:n, where €. = ±1 and x. E X, is said to be a reduced X-product 
if Xi = X

i
+

1 
implies €i # -€i+I. 1 1 

Synonyms for reduced X-product are reduced product (X being understood) and reduced 
product in X. 

(Examples of reduced products are easily given. Let X = {x, y}; then xy, x-1yxyx- 1 

and x-1yyxy-1 are reduced products. However, yxyxx- I and x-1yxyy-1 are not reduced 
products.) 

Lemma 8.1: gp(X) = {w I w = 1 or w = a reduced product in X}. 

Proof: Let {w I w = 1 or w = a reduced product in X} = R. Clearly R ~ gp(X). If 
u E gp(X), then u = X:l ... X~k where Xi E X and €i = ±1. 

We proceed to show that u E R. If k = 1, u is a reduced product in X, and so u E R. 
Assume then that any product x: I ..• X~k E R for k ~ n - 1. Suppose k = n. If 
u = X:I ... X~k is a reduced product in X, then u E R. If u is not a reduced product, there 
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exists an integer i such that Xi = X i + 1 and €i = -€i+I' Suppose n > 2; then we can delete 
X:iX:~+/ to obtain u as a product involving n - 2 elements of X. By the inductive hypothesis, 
u then belongs to R. If n = 2, then u = X~IX;2, where XI = x2 and €I = -€2' from which 
u = 1 E R. Thus gp(X) <: R and accordingly gp(X) = R. 

Consider now the infinite cyclic group generated by the element x. The reduced products 
in {x} are of two kinds: 

X •.. X = xr or X-lX-I .•. X-I = x-r 

where r is a positive integer. From what has been said about the infinite cyclic group, 
we know that if m and n are integers, xm = xn implies that m = n. Thus different reduced 
{xl-products give rise to different elements. (This is by no means the usual situation. Fo>r 
example in a cyclic group of order 2 generated by y, we have yyyy = yy.) G is said to be 
freely generated by {x}. More generally we have the following definition: 

A group G is said to be freely generated by the set X <: G if X"", \2'>, the empty 
set, and 

(i) gp(X) = G; 

(ii) two different reduced X-products define two different nonunit elements of G. 

Notice that it follows from (ii) that if x E X, X-I rt X. For if not, there exist x and 
y, both elements of X, with y-I = X. But then x and y-I are two different reduced 
X-products which are equal. It also follows from (ii) that 1 rt X. 

A set X of generators of G satisfying (ii) is often called a free set of generators of G. 
A group G is free if it is the identity group or if it possesses a free set of generators. G is 
also said to be free on X. If G is a free group freely generated by X, then the study of G is 
facilitated by the fact that we know exactly whether two X-products are equal. All we need 
to do is to express each of the products in reduced product form. If the reduced products 
are distinct the elements are not equal. This process of expressing an element as a reduced 
X-product can be carried out in a finite number steps. To illustrate, let F be freely gen­
erated by {x, y}. Are the products f = xyx-ly-Ixxx-ly-Iy3 and g = xyy-2y3 equal? We 
convert f to a reduced product by deleting inverse pairs (i.e. two adjacent inverse factors). 
Thus 

f = xyx- Iy-IX(xx- I)(y-Iy )y2 = xyx- 1y-Ixy2 = xyx-Iy-Ixyy 

Similarly g = xyy. Hence as f and g are equal to different reduced products, they are not 
equal. The fact that we can determine in a finite number of steps whether or not two 
elements are equal is often expressed by saying that the word problem is decidable for 
free groups. (The interested reader may find more details in, e.g., J. J. Rotman, The 
Theory of Groups, Allyn and Bacon, 1965.) 

Problems 

8.1. Let G be freely generated by the set X = {x, y, z}. (a) Write down three distinct elements of G. 
(b) Is xyz(yz)-l a reduced product? (c) Is xyy-1z-lyx equal to xz-Iyzz-1X? (d) Express 
x2y3(y3x2)-ly-3 and (xzy)-l xzy2 as reduced products. 

Solution: 

(a) (1) x, y, z, (2) x, x2, x3, (3) x, xy, xz 

In fact any three different reduced products in {x, y, z} are distinct elements of G. 

(b) No, because it is not written in the required x~l ... x:n form, since it involves (YZ)-I. However, 
even if we replace (YZ)-I by its equivalent z-Iy-I to get xyzz-Iy-I, this, though in the form 
x;l ... x:n, is not a reduced product because of the inverse pair ZZ-I. 
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(c) Yes, for on expressing each as a reduced product we get xz-Iyx. 

(d) X2y3(y3X2) -ly-3 

(xzy)-l xzy2 

x2y3x-2y-3y-3 

y-Iz-Ix-Ixzy2 

xxyyyx-ix-ly-ly-ly-ly-ly-Iy-l 

y-Iz-Izy2 = y-Iy2 = Y 
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8.2. Prove that if G is a free group, G ¥= {I}, then the infinite cyclic group is a subgroup of G. 

Solution: 
Suppose G is freely generated by X. If x E X, consider gp({x}). This is a cyclic group. Now 

x· x· ...• x = x r, with r a positive integer, is a reduced product in X. Hence xr = x" where rand 
8 are positive integers implies r = 8. Thus gp({x}) is infinite and is infinite cyclic and the result 
follows. 

8.3. Prove that if G is freely generated by X, where X contains at least two elements, then G is not 
abelian. 

Solution: 
There exist two distinct elements x, y of X. Now xy and yx are two different reduced products, 

so xy ¥= yx. But this implies that G is not abelian. 

8.4. Prove that a finite group G is not free if G ¥= {I}. 

Solution: 
In Problem 8.2 we proved that except for the identity, every free group has as a subgroup the 

infinite cyclic group. Consequently if G is free it must have the infinite cyclic group as a subgroup. 
This is absurd. 

8.5. The direct product of two infinite cyclic groups is not a free group. 

Solution: 
The direct product of two infinite cyclic groups is abelian. But we have proved in Problem 8.3 

that a free group is not abelian if it is freely generated by a set X which contains at least two 
elements. Hence if the direct product of two infinite cyclic groups is free, it is freely generated by 
some set X = {x}, i.e. it is infinite cyclic. But a free abelian group of rank two is not cyclic. This 
follows immediately either from the uniqueness of the type of an abelian group (Theorem 6.21, 
page 197) or directly. 

8.6. Prove that a free group freely generated by X with IXI:=O 2 has no center (i.e. its center consists 
of the identity element). (Hard.) 

Solution: 
Suppose G has an element z ¥= 1 in its center. Let z be expressed as a reduced product 

z = x;l ... x:n. Let y E X, Y ¥= Xl. Consider 

yz = yx;l ... x:n 

This is a reduced X-product. On the other hand 

zy = x;l ... x:ny 

If <n ¥= y-l, then x? ... x:ny is a reduced product and so clearly zy ¥= yz as yz begins as a 
reduced product with y but zy begins with X;l ¥= y. If x:n = y-l then for n> 1 (for otherwise 
Xl = Y contrary to the choice of y), 

zy = XE1 ••• X En - 1 
I n-l 

and again it is clear that zy and yz are two different reduced products, so zy ¥= yz. But as z is in 
the center, we must have zy = yz. Therefore this contradicts the assumption that G has a center. 

8.7. Generalize Problem 8.2 by showing that if F is freely generated by {Xl' ... , xn} with n > 1, then 
{xv . .. , x;} freely generates Fi = gp(xv ... , Xi) for i = 1,2, ... , n. 

Solution: 
Put Xi = {xv . .. , X;}. By definition, Xi generates F i . We have only to prove that two different 

reduced X;-products define different elements of F i• But a reduced Xcproduct is obviously also a 
reduced X-product and two different reduced X-products define different elements of F. Hence the 
result follows immediately. 
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h. Length of an element. Alternative description of a free group 

Suppose F is freely generated by a set X. If f E F, f =F 1, it can be expressed in one 
and only one way as a reduced product X~l ... <n. We define the length of f with respect 
to this free set of generators X to be n. The length of the identity is defined conventionally 
to be O. For example, if F is freely generated by X = {x, y}, then the length of X2y 2x -l 

is 5, because 

A very useful technique in arguments involving free groups is to prove results by 
induction on the length of elements (see, for example, Lemma 8.9, page 261). 

Lemma 8.2: A group F is freely generated by a set X =F \2>, the empty set, if and only if 
(a) gp(X) = F, and (b) no reduced X-product is equal to the identity element. 

Proof: Assume first (a) and (b) above. To show F is freely generated by X we must 
show that two different reduced products in X are not equal and are not the identity. Let 
X~l ... x:n and y~l ... y:'m (where f; = ±1, "Ii = ±1, and xi' Yi E X) be two different ,reduced 
products. Suppose they are equal. We can assume without loss of generality that xnn =F y:'m; 
for if x'n = yTlm X'l ... x'n-l and yTll ... yTlm-l are two different reduced products Since 

n m' 1 n-l 1 m-I • 

X'l ... x'n = yTll ... yTlm and x'n = yTlm it follows that 
1 n 1 m n m' 

X'l ... x'n-l = yTll ... yTlm-l 
1 n-l 1 m-l 

If again x:n...=-/ = y;::n--?, we can delete them. But we cannot continue indefinitely this way 
as X;l ... <n and y~l ... Y:'m are assumed to be different reduced products. So we may as­
sume x'n =F yTlm. It follows then that Xl'l ... x'ny-Tlm .•• y-Tll is a reduced product equal to 

n m n m 1 

1. But by (b) it is not 1. Hence we have a contradiction, and so it follows that F is freely 
generated by X. 

If on the other hand F is given freely generated by X, do (a) and (b) hold? Of course, 
since this is entailed by the definition of a group freely generated by a set X. 

Problem 
8.8. Let F be freely generated by X = {x, y, z}. Determine the length of (i) 1, (ii) xzyz-l, and 

(iii) f = x-lyxx-2y2x3z-1. 

Solution: 

(i) The length of 1 is taken to be O. (This is just the convention mentioned earlier.) 

(ii) The length of xzyz-l is 4. 

(iii) The length of f is calculated by expressing it first in reduced form, that is, 

f = x-lyx-lyyxxxz- l 

Hence the length of f is 9. 

c. Existence of free groups 

An obvious question is: Do free groups exist? Up to now we have tacitly assumed that 
they do. 

Theorem 8.3: Let n be any positive integer. There exists a free group freely generated 
by a set of n elements. 

Proof: Since every group is isomorphic to a subgroup of the symmetric group of some 
set, it is natural to look for a suitable subgroup of some symmetric group in order to find 
a free group of rank n. 
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Our plan is as follows: we shall introduce a set T consisting of certain ordered 1-tuples 
of integers, ordered 2-tuples of integers, and so on. We then choose a set X = {(h, ... , On} 
of permutations of T such that X freely generates gp(X). 

The elements of T are the ordered m-tuples (r1, r2, ... , rm) with r1 = ° and r2, ... , rm 
nonzero integers with ri + ri+ 1 =1= ° for i = 1, ... , m - 1. Thus (0, 1,2, -3) E T but 
(1,2) il T and (0,1,2, -2) il T. 

We define now for each integer i = ±1, ... , ±n a permutation Oi of T as follows. If 
(r1, ... , rm) E T we define 

(i) (r1, ... , rm)Oi = (r1, ... , rm, i) if rm =1= -i. 

(ii) (r1, ... , rm)Oi = (r1, ... , rm-1) if rm = -i. 
It is clear that Oi is a well-defined mapping of T into T. Moreover OiO-i = t = O-iOi where 
t is the identity permutation of T (Problem 8.9). Thus each Oi is a permutation of T 
(Theorem 2.4, page 36), i.e. OJ E S1'. 

Let G = gp(X), where X = {Ol, ... , On}. (As S1' is a group and X ~ S1', it makes 
sense to talk of gp(X).) We prove that X freely generates G, thereby completing the proof 
of the theorem. 

We have only to verify that every reduced X-product is not t. Let then 

1 £1 Em ( 1 1) = 0
1

, ••• Om' where', .. . ,m' E {1, .. . ,n} and 'j = ± 

be any reduced X-product (so if r' = (r + 1)" 'r + 'r+1 =1= 0). We compute the effect of 1 
on (0). Now 0i- 1 = O-i, and so 0i±l = O±i. Then 

1 = Of l' Of 2' ••• 0, m' 12m 

By the definition of the product of permutations, we have 

(0)1 = ((0)Of11,)(Of22' "'O'mm') = ((°"11')0'22,)(0'33' "'O'mm') 

Now if l' = 2', then 'I + '2 =1= ° or '11' =1= -'22'. Therefore 

(0, '11')0'22' = (0, '11', '22') 

It follows in this way that 
(0)1 = (0, '11', '22', ... , 'mm') =1= (0) 

Thus 1 =1= t since it does not leave (0) fixed. This completes the proof of the theorem. 

Note: It is possible to prove similarly that there exist free groups freely generated by 
sets of arbitrary cardinality. Since we have not introduced cardinal numbers, we cannot 
prove this more general theorem here. The reader who has a knowledge of cardinal num­
bers may read the account in J. J. Rotman's The Theory 01 Groups, Allyn and Bacon, 1965. 

Problems 

8.9. Prove that "lJ- i = < and "-j"i = <, where "i and < are as defined above. 

Solution: 
Let (r1, ... ,rm )ET. Suppose first that rm7"=-i; then 

(r1'" .,rm)"i"-i = (r1'" .,rm,i)"-i = (r1'" .,rm) 

If rm = -i, 
Now if rm-1 = -(-i) = i, then (r1'" .,rm) is of the form (r1'" .,i, -i). Since such an element 
does not belong to T, rm -1 7"= -(-i). Therefore 
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and so 
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(rl'" .,rm-I)II_i = (rl'" .,rm-l>-i) = (rl'" .,rm ) 

(rl" .. ,rm)lIill_ i = (r j , ••• ,rm ) 

Thus lIill-i leaves all elements of T unchanged and hence 1I;II_i = t. Similarly II-illi = t. 

[CHAP. 8 

8.10. Prove that there exists a free group freely generated by a set Y such that there is a one-to-one 
mapping of Y onto the positive integers. 

Solution: 

We proceed exactly as in the proof of Theorem 8.3 except that we define IIi for all nonzero 
integers i and put Y = {Ill' 11 2 , •.• }. The mapping p: Y -> Z+, the positive integers, defined by 
(lIi)P = i is a one-to-one onto mapping, for as none of the IIi have the same effect on (0), they must 
be distinct. If H = gp(Y), then H is freely generated by Y. 

d. Homomorphisms of free groups 

Now it is a fact (see Problem 8.11 below) that if a group G is generated by a set X, 
then a homomorphism f) is uniquely determined by its effect on X, because each element of 
G is a product of elements and inverses of elements from X. 

Consider conversely what would happen if we had a map f) of X into a group H. 
Could we find a homomorphism of the whole group G into H whose effect on X was the same 
as that of f)? In general the answer is no (see Problem 8.12). However, we have the fol­
lowing result for free groups. 

Theorem 8.4: Let F be freely generated by a set X, let H be any group, and let f) be a 
mapping of X into H. Then there exists a homomorphism 1J of F into H 
such that 1J agrees with f) on X. 1J is called an extension of f). 

Proof: Any nonunit element of F is uniquely expressible as a reduced X-product 

t = X~l ..• x:n where Xi E X, €i = ±1 

and Xi = Xi+l implies €i 7'= -€i+l' 
A f A 

Define to = (Xlf)) I (X2f))f2 ... (Xnf))'n and 1f) = 1 (the latter 1 being the identity of H). 
A 

Clearly f) is a mapping of F into H agreeing with f) on X. To conclude the proof we must 
prove that 1J is a homomorphism. 

To do this we shall show that if t = X~l •.• x:n where Xi E X and €i = ±1, then 
A f f to = (Xlf)) I .•. (Xnf)) n 

whether or not X~l •.• x:n is a reduced product. If n = 1, this is true by the definition of 
O. Assume it is true for all positive integers n < k and consider t = X~l •.• x:n when 
n = k. If this is a reduced product then to = (Xlf))f

j 
••• (Xnf))'n by definition. If it is not a 

reduced product, then there exists an integer i such that Xi = Xi + 1 and €i = -€i+1' 

Consequently, 
(Xlf))fl .•• (Xnf))fn (Xlf))'!' .. (Xif))fi (Xi+ 1 f))'i+ 1 ••. (Xn(})fn 

(Xlf))'1 '" (Xi-I f))fi - I (Xi+2f))'i+2 '" (Xnf))fn 
A 

(Xfl ... X~i-IX~i+2 ... Xfn) f) 
1 ,-1 ,+2 n 

by our inductive hypothesis. Therefore 
€ € A A 

(Xlf))fl ... (X f))fn = (Xfl ... Xfi-I(Xf;X.i+I)Xfi+2 ... Xnn)(} = ff) 
n 1 ,-I, ,+1 ,+2 

So if t = X~I ••. x:n and g = y~1 ... y:m, €i = ±1, 'YJi = ±1, Xi' Yi E X, then 

(fg) 0 = (X~l •.• X:ny~1 ... y:m) B = (Xlf))'1 : .. (Xnf))fn (Ylf))"f/l ... (Ymf))"f/m 

= [(Xlf))'1 '" (xnf))fn ][(Ylf)f 1 ••• (Ymf)fm] 

Hence B is a homomorphism and the theorem follows. 

A A 

to gf) 
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Corollary 8.5: Let G be any finitely generated group (i.e. there exists a finite set Y such 
that gp(Y) = G). Then G is a homomorphic image of some free group. 

Proof: Let G be finitely generated by a set {Yl, ..• , Yn}. There exists a free group F 
freely generated by {Xl, ... , xn}, say. Define a map () from {Xl, ... , Xn} to G by Xi(} = YI 
for i = 1, ... , n. By Theorem 8.4 there exists a homomorphism () of F into G which agrees 
with () on each Xi. We know that F(} is a subgroup of G. But as F(} contains Yl, ••. , Yn, it 
contains gp(Yl, ... , Yn) = G. Therefore F(} = G, and so G is a homomorphic image of a 
free group. 

Note: The same result applies whether G is finitely generated or not. However, to 
prove the more general result we must use some of the ideas involving cardinal numbers. 
For this reason we have chosen only to consider the finitely generated case. 

Our last theorem reveals the importance of free groups. As every group is a homo­
morphic image of a free group, from the knowledge of the properties of a free group we 
may achieve some understanding of other groups. 

Problems 

8.11. Let /11 and /1 2 be homomorphisms of G .... H. Let G = gp(X) and suppose /l11X = /l2I x' Prove that 
/I, = /12' 

Solution: 
Let g E G. Then g = x~' ••• x:n where Xi E X and 'i = ±1, and 

g/l, = (x,/lt>" ••• (xn/l,)En = (X,/l2)" '" (Xn/l2)'n = g/l2 

Thus /I, and /12 have the same effect on the elements of G, and so /I, = /121' 

8.12. Find an example of a group G generated by a set X, a group H and a map /I: X -> H, such that 
there exists no homomorphism 8': G .... H with 81x = /I. 
Solution: 

Let G be cyclic of order 2, G = gp({x}). Put X = {x} and let ~= gp({y}) be infinite cyclic. 
Define /I: X .... H by x/l = y. Suppose there exists a homomorphism /I: G .... H, such that x/l = y. 

Then G 8' is a subgroup of H which contains gp(y) and hence G 8 = H. But G8, being the image of 
a finite group, must be finite. Since H is infinite, this is clearly impossible. 

8.13. Let H be the cyclic group of order 2, say H = {1, a}. Let F be freely generated by {x}. The map 
/I : x .... a gives rise to a homomorphism of F .... H. Describe the effect of this homomorphism on 
all elements of F. Check directly that it is a homomorphism, and find its kernel. 

Solution: 
The free group on a single generator is infinite cyclic. Its elements are uniquely of the form 

xn, n an integer. Now 8' maps xn .... an. If n is even, say n = 2r, an = 1. Hence 1J maps xn .... 1. 
A 

If n is odd, say n = 2r + 1, /I maps xn to a. 

To check that 8 is a homomorphism, consider whether (xnxm) 8 = xn+m 8. Now x" +m 8 is a if 
n + m is odd, and is 1 if n + m is even. If n + m is odd, then one of the integers nand m is odd and 
the other even. Hence xn 8 xm 8 = a, as one of xn 8, xm 8' is a while the other is 1. If n + m is even, 
then either nand m are both even, or they are both odd; if nand m are both even, xn8xm 8'= 1-1 = 1; 
if both are odd, then xn 8' xm 8 = a - a = 1. Hence 8' is a homomorphism. 

A 
The kernel of /I = {x2T I all integers r}. 

8.14. Find a free group that has as a homomorphic image Sn' n any given positive integer. 

Solution: 

Let F be free on X where IXI = n!. Let /I: X .... Sn map ,:ach element of X onto a distinct 
element of Sw Then by Theorem 8.4 there is a homomorphism /I of F onto Sn that agrees with /I. 
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8.15. Prove that a group F freely generated by n + 1 elements has as a homomorphic image a group G 
freely generated by n elements, where n is any given positive integer and G is a subgroup of F. 

Solution: 
Let F be freely generated by X where IXI = n + 1. Let X = Xl U {a} where IXII = n. Then, 

as we have shown before, gp(Xl ) = G is freely generated by Xl' (Problem 8.7, page 247.) Let 
o : X ~ G be defined as follows: If x E X, x ~ a, put xo = x. If x = a, put xo = 1, the identity. 
Then there exists a homomorphism '0 of F onto G by Theorem 8.4. 

8.16. Let F be a free group with free generating set {a, b}. Let G be the direct product of two infinite 
cyclic groups generated by c and d respectively. The map which takes a to c and b to d extends 
to a homomorphism of F onto G (since G = gp({c,d})). Prove that the kernel of this homomorphism 
is F', the derived group of F. 

Solution: 
First we show that if 0 is the homomorphism F ~ G for which ao = c, bo = d, then F' ~ Ker o. 
F' is generated by the set of all commutators, so it is sufficient to show that each commutator 

belongs to Ker o. Now a commutator is of the form [/1,12] = /";1/;1/d2 where 11> 12 E F. Then 
[11,/2]0 = [11°'/2°] = 1, as G is abelian. Hence F' ~ Ker 0. 

Now every element of F that does not belong to F' is of the form arbSe where not both rand 8 

are zero and e E F', as F/F' is abelian and aF', bF' generate it. Under 0 such an element goes 
onto crds and crds = 1 only if both rand 8 are O. Thus only the elements of F' belong to Ker o. 
Therefore Ker ° = F'. 

8.17. Prove that a free group freely generated by n elements, n any positive integer, has a subgroup 
of index m for each positive integer m. 

Solution: 
We will exploit the homomorphism property. Let em be the cyclic group of order m generated 

by an element a, say. Let F be freely generated by X = {Xl' ... , xn }. Then there exists a homo­
morphism ° of F onto em for which XiO = a, i = 1, .... n. Hence by the homomorphism theorem 
(Theorem 4.18, page 117), 

F/Kero ~ em 
Since leml = m, the number of co sets of Ker ° in F is m. Hence F has a subgroup of index m. 

8.18. Let F be freely generated by X. Let Y be a subset of F such that gp(Y) = F, and IXI = IYI < 00 

Use Theorem 8.4 to find an epimorphism of F onto itself. 

Solution: 
Let Xl' ... , Xn be the elements of X, and Yl, ..• , Yn the elements of Y. Define a homomorphism 

0: F ~ F by xiO = Yi where i = 1, ... , n, using Theorem 8.4. Since Fo contains Y, Fo = F. 
Hence ° is an epimorphism of F onto itself. 

8.19. Let ° be an isomorphism of F with G. Let F be freely generated by X. Prove that G is freely 
generated by Xo. 

Solution: 
Let (xlO)€l ... (xno)€n be a reduced product in Xo. Then we must show that this reduced product 

is not the identity of G. Clearly 
(x~l ... x:n)o = (XlO)€l ... (xno)'n 

and as F is freely generated by X and ° is an isomorphism, the result follows. 

8.20. Let F be freely generated by X and G freely generated by Y. If 0: X ~ Y is a one-to-one corre­
spondence, prove that F ~ G. 

Solution: 

Let '0 be the homomorphism of F into G which is an extension of o. (Theorem 8.4.) Clearly '0 
is onto G. Let cp: Y ~ X be the mapping such that Ocp is the identity mapping on X and cpo is the 
identity mapping on Y. Let;; be the extension of cp to G ~ H. Then '8;; is the identity on F and 
¢ '8 is the identity on G. It follows readily that 8 is an isomorphism of F with G. 
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8.21. Let F be freely generated by a, b, c. Let N be the normal subgroup generated by c, i.e. the inter­
section of all normal subgroups of F containing c. Prove that FIN is freely generated by aN and 
bN. (Hard.) 

Solution: 
Let G be free on x, y. Let 8 be the homomorphism of F onto G defined by a8 = x, b8 = Y and 

co = 1. (Since F is free on a, b, c, such a homomorphism 8 exists by Theorem 8.4.) Let K be the 
kernel of 8. First we shall prove that K = N, the normal subgroup generated by c. Then we shall 
prove that aN and bN freely generate FIN. 

To see that K = N first observe that as c8 = 1, N is contained in K (K is a normal subgroup 
containing c). On the other hand, suppose IE F, I El N. Then I can be expressed in the form 

I = 11 n1 

where 11 is a reduced {a, b}-product and n1 EN. But then 

18 = 110 

and 118 is a reduced {x, y}-product. So 118"# 1, which means 18"# 1 and so I El K. Thus if 
I El N, I El K which implies K is contained in N. Hence as we observed earlier that N is contained 
in K, we find K = N as desired. 

Now a, b, c generate F. So aN, bN and cN generate FIN. Since eN = N, aN and bN generate 
FIN. We want to prove that aN and bN freely generate FIN. Suppose (Y1N)E1 '" (YkN)Ek is a 
reduced {aN, bN}-product. 

Now 8 gives rise to an isomorphism v of FIK with G, i.e. the mapping defined by (IK)v = 18 
homomorphism theorem, Theorem 4.18, page 117). 

Observe that (aK)v = x and (bK)v = Y so that 

((Y1N)E1 ... (YkN)Ek)v = XE1 ••• XEk 
1 k 

(the 

where (YiN)v = xi E {x, y}. The product X~l ••• <k is a reduced {x, y}-product. But {x, y} freely 
generates G. Thus X~l ••• x~k "# 1. Consequently 

and the proof is complete. 
(Y1N)'1 .,. (YkN)<k "# N 

Instead of completing the proof this way we could refer to Problem 8.19 using the isomorphism 

8.2 PRESENTATIONS OF GROUPS 

a. Definitions 

We have shown (Theorem 8.4) that if F is freely generated by X, then for every group 
G and every mapping (J of X into G there is a homomorphism of F into G which extends (J, 

i.e. which agrees with (J on X. This fact will enable us to "present" a given group in terms 
of a free group. This idea of a presentation is especially important in topology and analysis 
where groups arise in just this way, as the "groups of certain presentations". 

First we need a definition. If S is any subset of a group, then the normal closure of S 
is defined to be the intersection of all normal subgroups of G containing S. Clearly the 
normal closure of S is a normal subgroup of G containing S. Thus the normal closure of 
S is often called the normal subgroup generated by S. It is easy to prove that the normal 
closure of S is gp(g- l sg I g E G and s E S) (see Problem 8.22 below). 

A presentation is defined to be a pair (X; R) where X is a free set of generators of a 
free group F and R is a subset of F. The group of the presentation (X;R) is FIN where N 
is the normal subgroup of F generated by R; we usually denote the group of a presentation 
(X;R) by IX;RI. Finally a presentation of a group G consists, by definition, of a presenta­
tion (X;R) and an isomorphism (J between IX;RI and G. A presentation (X;R) is finite if 
both X and R are finite, and a group G is termed finitely presented if it has a finite presenta­
tion. Not all groups are finitely generated (a necessary prerequisite for being finitely 
presented) and not all finitely generated groups are finitely presented. For a more detailed 
discussion of these notions the reader may consult R. H. Crowell and R. H. Fox, An Intro­
duction to Knot Theory, Blaisdell, 1963. 
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h. Illustrations of presentations 

We shall work some examples to illustrate the definitions of Section 8.2a. 

First of all, suppose F is a free group freely generated by X = {a, b}. Then the 
following 

(i) ({a, b}; {a, b}) 

(ii) ({a, b}; {a2b2
, a3b3, a4b4, ... }) 

(iii) ({a, b}; ([a, b]}) 

are patently presentations (by the very definition). The presentations (i) and (iii) are 
finite, but the presentation (ii) is not. 

The obvious question is: what are the groups of these presentations? 

Clearly the group of (i) is a group of order 1. 

What about (ii)? Well, we are interested in FIN where N is the normal subgroup 
generated by a2b2

, a3b3, a4b4, . . .. We have, since a2b2 E N, a2N = b- 2N. Furthermore 
a3N = b-3N since a3b3 EN. Thus it follows that a3N = a2aN = b-2aN = b-3N. Cancel­
ling b- 2N from both sides yields aN = b-lN. Hence ab EN. Indeed we would like to 
prove that N is the normal subgroup generated by abo Let K be the normal subgroup gen­
erated by abo Since ab EN, we have K eN. Now observe that aK = b-lK. Then 

This implies that aibi E K (i = 2,3, ... ). Hence N is contained in K and so we have proved 
that K = N. Therefore FIN is cyclic (because aN and bN clearly generate FIN; but 
aN = b-1N). In fact FIN is infinite. To see this suppose G is an infinite cyclic group 
generated by g. Let B be the mapping of {a, b} into G defined by 

aB = g, bB = g-l 
A A 

Let B be the homomorphism of F into G defined by B (Theorem 8.4). Clearly B is onto 
A A 

and (ab)B = 1. So if L is the kernel of B, L"dN. But as F/L ~ G, F/L is infinite cyclic. 
Therefore FIN is also infinite cyclic since, as we have already noted, FIN is cyclic. (Actually, 
N = L; however, we don't need this fact here.) 

Finally we come to (iii). In fact I{a, b}; {[a, b]}l is free abelian of rank 2. The reader 
may attempt to prove this before we do so in a more general case. At this point we 
simplify our notation. Instead of using our set-theoretic notation which encloses the ele­
ments of a given set in braces { }, we shall omit the braces in writing presentations. Thus 
we write (a,b; [a,b]) for ({a,b}; {[a,b]}), la,b; [a,b]1 for I{a,b}; {[a,bDI, etc. 

Let F be freely generated by al, ... , Un. We shall prove that 

is free abelian of rank n (from which it follows that la, b; [a, b]1 is free abelian of rank 2). 

To this end let H be the free abelian group of rank n. Then H is the direct product of 
infinite cyclic groups generated by hi, i = 1, .. . ,n, say. We define a homomorphism 
B: F ~ H by aiB = hi. Now [a;, ai]B = [alB, aiB] = [hi, hi] = 1. Hence [a;, ail E Ker B. Let 
N be the normal subgroup generated by the [a;, ail, 1""" i """ j """ n. Clearly N e Ker B. Note 
that [a;N, aiN] = [a;, ai]N = N. As the generators a;N of FIN commute, the elements f of 
F are of the form 

f = where c EN 



Sec. 8.2] PRESENTATIONS OF GROUPS 255 

f h Tl hTn N f and if f (l N, at least one of the ri # 0. Hence as cB = 1, B = 1 ••• n. ow as one 0 

the rj # 0, j() # 1. It follows that f (l Ker B, and so N = Ker B. 

Therefore FIN is the free abelian group of rank n, i.e. 

I aI, ... , an; [ai, ail with 1 ~ i ~ j ~ n I 

is the free abelian group of rank n. 

Note that as N is generated as a normal subgroup by commutators, N C F'. But as 
FIN is abelian, N d F'. Thus N = F' and we therefore conclude that FIF' is free abelian 
of rank n. 

We state this fact as 

Theorem 8.6: Let F be a free group freely generated by a set of n elements (n < 00). 
Then F I F' is a free abelian group of rank n. 

Corollary 8.7: Let F be a free group. Suppose X and Y both freely generate F. If IXI is 
finite, then so is IYI and IXI = IYI. 

Proof: By Theorem 8.6 we know that FIF' is a free abelian group of rank n = IXI. 
If IYI < 00, then FIF' is free abelian of rank IYI. again by Theorem 8.6. Consequently 
IXI = IYI since the rank of an abelian group is unique (see Section 6.2d, page 193). It 
remains only to prove that I YI cannot be infinite. To do this, suppose Y1, Yz, ... , Yn+ 1 E Y. 
Now in a free abelian group of rank n every n + 1 elements are dependent. Hence there 
exist integers m1, ... , m n + 1, not all zero, such that 

(y lF'tl .. , (Yn+lF'tn+l = F' 

i.e. y lF', ... , Yn+ IF' are dependent. Let A be the free abelian group on aI, ... , an+ 1 and 
let B be the homomorphism of F to A defined by 

YiB=ai (i=1, ... ,n+1), yB=l if y(l{Yl, ... ,Yn+t) and yEY 

The kernel K of B contains F' since FIK is abelian. Then 

1 = (y lBtl ... (Yn+IBtn +l = a71 ... a:~il 
But A is free abelian on aI, ... , an + 1. Hence m1 = m2 = ... = m n + 1 = 0, a contradiction. 
Thus I YI < 00 and the corollary has been proved. 

It follows from this corollary that if F is a finitely generated free group, then every pair 
of sets which freely generate F have the same number of elements. We define the rank of 
F to be this common number, i.e. the number of elements in any set which freely generates 
F. Note that free groups of the same rank are isomorphic (Problem 8.20). 

We can easily give a presentation of A, a free abelian group on aI, ... , an, with the 
results we now have. Let F be free on Xl, ... , Xn and let B be the isomorphism defined by 
(xjF')B = aj (j = 1, ... , n). Then 

(Xl, ... , Xn ; [Xi, Xj] with 1 ~ i ~ j ~ n) 

together with B is a presentation of A. 

In some of the following problems we will often be dealing with factor groups. A simple 
convention makes the arguments simpler to follow. 

Let G be a group and N a normal subgroup of G. If we use some phrase such as "let 
us calculate modulo N," then by G we mean the factor group GIN. We shall mean by 
g = h that Ng = Nh. If we say let M be a subgroup of G, what we really mean is "let 
MIN be a subgroup of GIN." In other words, we must remember that we are talking of a 
factor group and instead of writing the cosets, we will simply write the coset representative. 
(See Problem 8.24 for an example.) 
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Problems 
8.22. If G is a ~roup, show that the normal closure of a subset R (¥ 0) of G is gp({g-l1'g I g E G and 

l' E R}). 

Solution: 
Clearly N = gp({g-l1'g I g E G and r E R}) is a subgroup of G containing R. Also N is a 

normal subgroup of G. Finally any normal subgroup containing R must contain N. Thus the result 
follows. 

8.23. Let G be a group with subgroups Hand K and let [G: H] = n < 00 and [G: K] "" n. Prove that 
if HdK, then H = K. 

Solution: 
Let Xl = 1 and let the distinct cosets of H in G be H = Hxv HX2' ... , HXn- As H d K, it 

follows that KXl,Kx2'" .,Kxn are distinct. As [G: K] "" n, G = KxluKxzu··· uKxn- If hE H, 
then hE KXi for some integer i. If i ¥ 1, HnKxi = 0 since HnHxi = 0 for i ¥ 1. Hence 
i = 1 and h E KXl = K. Accordingly H C K and thus H = K. 

8.24. Rewrite the first part of the argument of presentation (ii), page 254, using the modulo N convention 
introduced above. Also calculate modulo K and stop after proving K = N. 

Solution: 
We are interested in FIN where N is the normal subgroup generated by aZb2, a3b3, a4b4 , •••• 

Let us calculate modulo N. Since aZbz = 1, aZ = b-z. Furthermore a3 = b-3 since a3b3 = 1. 
Thus it follows that a3 = a2a = b- 2a = b-3• Cancelling b-2 from both sides yields a = b- l , and 
so ab = 1. 

As we are calculating modulo N, this means that ab E N. Indeed we would like to prove that 
N is the normal subgroup generated by abo Let K be the normal subgroup generated by abo Since 
ab E N, we have KeN. 

Now we calculate modulo K. a = b- l , and so aibi = b-ibi = 1 (i = 2,3, ... ). This means as 
we are calculating modulo K that aibi E K (i = 2,3, ... ). Therefore we have proved that K = N. 

8.25. Let G = la; a21. Prove that G is cyclic of order 2. 

Solution: 
The free group F generated by a is infinite cyclic. Now gp(a2) is normal in F since F is abelian. 

Hence gp(a2) is the normal subgroup generated by a2. It can be easily seen that gp(a)lgp(a2) is the 
cyclic group of order 2. Thus G is cyclic of order 2. 

8.26. Prove that G = la; ani, where n is any positive integer, is the cyclic group of order n (again with 
F freely generated by a). 

Solution: 
The free group F on a is infinite cyclic and N = gp(an) is the normal subgroup generated by 

an. Therefore FIN = G is cyclic of order n (Theorem 4.9, page 105). 

8.27. Prove that la, b; a2, b2, [a, b]i is the direct product of two cyclic groups of order 2. 

Solution: 
Although it has not been stated, a and b are (as usual) free generators of a free group F. Let 

N be the normal subgroup generated by a2, b2 and [a, b]. In FIN, Na and Nb commute as [Na,Nbl = 
N[a, b] = N, since [a, b] EN. Since FIN is generated by Na and Nb, it is therefore abelian. Also 
(Na)2 = Nand (Nb)2 = N. Let A = {N,Na} and B = {N,Nb}. As A is a normal subgroup of 
FIN, AB is a subgroup of FIN which contains both Na and Nb. It follows that AB = FIN. Thus 
IFINI "" IAIIBI "" 2·2 = 4. On the other hand there is a homomorphism (J of F onto the direct 
product of two cyclic groups of order 2. Clearly Ker (J contains a2, b2 and [a, b]. Hence Ker (J d N. 
It follows that N = Ker (J (Problem 8.23). Thus FIN is the direct product of two cyclic groups of 
order 2. 

8.28. Find a presentation for S3' (Hard.) 

Solution: 
Let p = (1 2 3) and u = (1 2 3). Then u2 

213 231 
are six distinct elements and hence the whole of S3' Now 

(~ ~ !). So p,pu,pu2 and 1,u,u2 



Sec. 8.2] PRESENTATIONS OF GROUPS 

2 

1 
2 3)(1 
3 1 2 

2 

1 :) = (~ 

257 

2 3) 
1 2 ~ uZ 

Thus the equation p-Iupu- Z = 1 holds. Also pZ = 1 and u3 = 1. We use only these equations 
and hope that they will give rise to a presentation for S3. 

Let F be the free group on ai' az and let G = lal' az; ai, a~, al-Ia2ala;zl. Furthermore let N 
be the normal subgroup of F generated by ai, a~, a;-laZala;z, and let 0: F ~ S3 be defined by 
alo = P and azo = u. Then N C Ker 0. 

Now we calculate modulo N. We see that ai = 1 and so a;-l = al. Since a~ = 1, az-
l = a;, 

al-Ia2alaZ-z = 1 from which azal = ala~. Now F is generated by avaz. Let M = gp(az); then 
M <I F. It follows from Problem 4.62, page 114, that M{1, al} is a subgroup of F and as it contains 
al and az, M{1, al} = F. Thus the elements of Fare {l, az, a~}{l, al}, i.e. 1, az, a~, ai, aZal' a~al 
(although we do not know if they are distinct). 

It follows that IFINI ~ 6. But WIKer 01 = 6 and N C Ker 6, and so Ker 0 = N (Problem 
8.23). Then 

under the isomorphism ¢: alN ~ p, azN ~ u (by the homomorphism theorem, Theorem 4.18, 
page 117). 

8.29. Prove that la, b; aZ, bn, a-Ibabl is isomorphic to the dihedral group of order 2n. 

Solution: 

Let G be the dihedral group of order 2n. Then G is the symmetry group of the regular n-gon S 
(see Section 3.4f, page 75). Recall that Uz rotates S in a clockwise direction through an angle of 
27Tln. It follows that Uz is of order n. Put u = uz. If T is the reflection about AIO, where Al is 
any vertex of S, and 0 the center of S, then T2 = L. Moreover every element of G can be written in 
the form T f U 5 , where € = 0,1 and 5 = 0,1, ... , n - 1 (see Section 3.4f and note that ui = Ui for 
1 ~ i ~ n). Let 0 be the homomorphism of the free group F, freely generated by a and b, onto G 
defined by ao = T and bo = u. Then aZo = 1, bno = 1 and 

Thus aZ, bn and a-Ibab lie in the kernel K of 0. Then N, the normal subgroup of F generated by 
aZ, bn and a-Ibab, is contained in K. Moreover since 0 is onto, FIK"", G. If. we can show that 
N = K, then the proof follows. 

We calculate (compare Problem 8.28) modulo N. We shall show that IFINI ~ 2n. Since 
IFIKI = 2n and K::l N, this will establish that K = N by Problem 8.23. Modulo N, a-Iba = b- l . 
Let M = gp(b). Then M <I F. Thus M{l, a} is a subgroup of F by Problem 4.62, page 114. As it 
contains both a and b, M{1, a} = F. The elements of Mare 1, b, bZ, ... , bn - l . Therefore the elements 
of Fare 

a f b5 (€ = 0, 1, 5 = 0, 1, ... , n - 1) 

Since we are calculating modulo N, F really stands for FIN. This implies IFINI ~ 2n. Thus the 
proof is complete. 

8.30. Prove that G = la, b; aZ, a-Ibabl is infinite. (This group is called the infinite dihedral group. 
Hint: Show that each dihedral group Dn is a homomorphic image of G.) 

Solution: 

Let F be the free group on a and b and let on be a homomorphism of F onto Dn (as Dn is a two 
generator group (see, for example, Problem 8.29), we know such a homomorphism exists). Also 
Keron::l{aZ,a-Ibab}. Thus Keron::lN, the normal subgroup generated by aZ,a-Ibab. Therefore 
G = FIN has each Dn as a homomorphic image (Dn "'" (FIN)/(Ker 6nIN)). If G were finite of order 
k, say, we would have a contradiction. For then GO k as a homomorphic image of a group of order 
k is of order ~ k. But GO k = Dk is of order 2k. This contradiction proves that G is of infinite 
order. 
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8.31. Prove that every finitely generated group has a presentation. 

Solution: 

In Section 8.1d we proved that every finitely generated group is a factor group of a free group. 
We will use this fact to prove that every finitely generated group has a presentation. Let G be 
an arbitrary group. Let X be chosen so that X freely generates a free group F and, furthermore, 
so that there is a mapping 8 of X onto one of the finite sets of generators for G. Let </> be the homo­
morphism of F onto G such that </> agrees with 8 on X and let N = Ker </>. Then (X; N) together 
with the isomorphism f.I: IN -> fcf> is a presentation of G. 

8.32. Let G be a finite group with elements 1 = Xl' X2, ... , Xn- Suppose XiXj = XU,j) , where XU,j) E 
{Xl> ... , xn} (in other words (i, j) is an integer between 1 and n). Let F be the free group freely gen­
erated by al, .. "~' N be the normal subgroup of F generated by aiajaZ2j) (1"" i, .i "" n), and 8 
be the homomorphism from 

to G defined by (akN)8 = xk' Show that 

together with 8 is a presentation of G. 

Solution: 

Since aiajN = a(i,j)N, every product of a's in which there are no negative exponents is equal, 
modulo N, to some ak' Now if Xi-

l = Xj, then XiXj = x(i,j) = xl> and so aiaj = a l modulo N. But 
xlXl = x(l,l) = Xl' Thus 

This means that al EN and so a i-
l = aj modulo N. Therefore every product of the ak involving 

both positive and negative exponents can be replaced, modulo N, by a product involving only 
positive exponents. Accordingly every product of the ak and their inverses is equal, modulo N, 
to an a,.' It follows that 

IFINI "" n = IGI 

Now let </> be the homomorphism from F to G defined by ai</> = Xi (for 1"" i "" n). Then 

(aiaja(i,lj))</> = XiXjX(i,lj) = 1 

and so Ker </> includes aiaja(i,lj). Therefore Ker </> ;d N. Since 

IFIKer</>1 = n « 00) 

and IF INI "" n, it follows by Problem 8.23 that N = Ker </>. Thus the mapping 

8: akN --> xk 

is indeed an isomorphism (Theorem 4.18, page 117). 

8.33. Prove that lx, y; x2y2, y21 = lx, y; x2, y21. 

Solution: 

We have a free group F freely generated by X and y and two normal subgroups Nand M 
generated, as normal subgroups, respectively by x2y2 and y2, and X2 and y2. We must prove N = M. 

Since N contains x2y2 and y2, it contains x 2y 2(y2)-1 = X2. Thus N;d M. But M;d {X2y2} since 
M;d {x2, y2}. Hence M;d Nand M = N. 

8.34. Show that a free group of rank n < 00 cannot be generated by n - 1 elements. 

Solution: 

Let G be free of rank n. Then by Theorem 8.6, GIG' is free abelian of rank n. If G can be gen­
erated by n - 1 elements, GIG' can be generated by n - 1 elements. But this contradicts Problem 
6.41(b), page 195. 
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8.3 THE SUBGROUP THEOREM FOR FREE GROUPS: AN EXAMPLE 

The object of the next sections of this chapter is to prove that every subgroup of a free 
group is a free group. This theorem is one of the more difficult in this book. So in order to 
give the reader a chance to become accustomed to the ideas involved, we first work an 
example. 

Example 1: Let F be the free group freely generated by two elements a and b. Consider the set 
Y = {a- 1ba,a-2ba2, .. . }. Show that H = gp(Y) is freely generated by Y. (Thus 
we see that a free group freely generated by two elements has a subgroup which is 
freely generated by infinitely many elements.) 

Problems 

Proof: Let a-ibai = Yi (i = 0,1,2, ... ). Consider any Y-reduced product, where 

Y = {Vi I i = 0,1, ... }. Say f = Y:~ ... Y~'.', where 1', ... , n' are positive integers, 
and Yi' = Y(j+ll' implies Ej # -Ej+l' (Given, for example, Yay;l y1y2 , then l' = 3, 
2' = 4, 3' = 1 and 4' = 2; El = 1, E2 = -1, Ea = 1 and E4 = 1.) We will prove 
that f # 1 by induction on n, showing that H is freely generated by Y. 

Our inductive hypothesis (on n, the number of Y;'S that go into a given reduced 
product f) is that f when expressed as a reduced product in {a, b} ends in bEn an' . 
(For example, 

Yay;l Y1Y2 = a-abaaoa-4b-la4oa-lbaoa-2ba2 

= a-3ba-lb-la3ba-lba2 

as a reduced product in {a, b}, and, as asserted, it ends in ba2.) 

If n = 1 this is certainly true. 
£1 Ek Ek k' 

If it is true for n = k, let n = k + 1. Then Yl' ••• Yk' ends in b a when ex-
El Ek Ek k' 

pressed as a reduced product in {a, b}, i.e. Yl"" Yk' = zb a , where z is a re-
duced product in a and b such that zbEkak' is a reduced product (i.e. z does not end 
in b- 1 if Ek = lor, if <k = -1, z does not end in b). If now k' = (k + 1)', then, 
as f is a reduced product, <k # -<1<+1' Since <k and <k+l are the numbers 1 or -1, 
<k = <k+l' Thus 

El <k+l _ bEk k' -(k+l)'b<k+l (k+l)' 
Yl' "'Y(k+ll' - z a a a 

= zbEkak'a-k'bEk+la(k+ll' = zbEkbEk+la(k+l)' 

Since <k + 1 - Ek! this last expression is a reduced product in {a, b} and f ends in 
bEk + 1a(k+l)'. If however k' # (k + 1)" then 

El Ek+l E' (k+l)' Ek k 1)' Yl' ..• Y(k+ll' = zb kak a- b +la( + = zbEka(k'-(k+ll')bEk+la(k+ll' 

Since k' - (k + 1)' # 0, the last expression is a reduced product and so f expressed 
as a reduced product, ends in b

Ek
+ 1a(k+l)'. It follows therefore that in both situa­

tions f # 1. Thus Y freely generates H. Similar arguments will help to prove in 
general that a subgroup of a free group is free. 

8.35. Verify both the inductive assumption of the preceding example and that f # 1 where 

f = y;:lYa-1Y1Y1Ya 

Solution: 
f = a-2b- 1a2 0 a-3b- 1o,3. o,-lbo,. o,-lbo,. o,-abo,3 = o,-2b- 1a- 1b- 1o,2bbo,-2ba3 

Clearly f # 1. The inductive assumption of the preceding example is that f when expressed as a 
reduced product should end in ba3, which it does. 

8.36. Given the existence of a free group freely generated by two elements, prove the existence of free 
groups freely generated by any finite number of elements. 

Solution: 
In Example 1 we have proved that a free group freely generated by two elements has a subset 

Y such that Y is infinite and H = gp(Y) is freely generated by Y. If n is any positive integer 
let Yi>" "Yn be n distinct elements of Y. Then gp({Yl'" .,Yn}) is easily shown to be freely gen­
erated by Yi> ... , Yn' Thus there exist free groups of rank n for each positive integer n. 
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8.37. Let F be freely generated by a and b. Prove that the subgroup of F generated by aba3 and a2b is 
freely generated by aba:l and a2b. (Hard.) 

Solution: 
Let Y = {aba3• a2b} and let Yl = aba3 , Y2 = a2b. Consider a reduced Y-product 

£1 En 
f = Yl' ... Yn' (i' EO {1,2}) 

Then j' = (j + 1)' implies fj ¥= -fj + l' 

We will show by induction on n that if n' = 1, then f ends in a3 if fn = 1 and ends in b- 1a- 1 

if fn = -1; while if n' = 2, then f ends in b if En = 1 and ends in b- 1a- 2 if fn = -1. 

For n = 1 this is certainly true. 

If it is true for n = k, we must proceed case by case in proving it true for k + 1. 

(i) k' = 1. 
£1 fk 

(a) fie = 1. Then by the inductive hypothesis Yl' ... Yk' ends in a3. If now (k + 1)' = 1, then 
as f is a reduced product we must have fk + 1 = 1 and f ends in a3 • aba3 = aaaabaaa. 
Thus f ends in a3 as required. If (k + 1)' = 2 and fk + 1 = 1, then f ends in a3 • a2b, and 
so f ends in b as required. If Ek+l = -1, then f ends in a3 • b- 1a- 2 and so f ends in 
b- 1a- 2 as required. 

(b) fk = -1. Then by the inductive hypothesis Y:~ '" Y:~ ends in b- 1a- 1• If now (k + 1)' = 1, 
then as f is a reduced product fk + 1 = -1 and f ends in 

b- 1a- 1 • a-3b-1a-1 = b- 1a- 4b- 1a- 1 

Hence f ends in b- 1a- 1 as required. If (k+l)'=2 and Ek+l=l, then f ends in 
b- 1a- 1a2b=b- 1ab, and so f ends in b as required. If (k+l)'=2 and fk+l=-I, 

then f ends in b- 1a- 1• b- 1a- 2 and so f ends in b- 1a-2 as required. 

(ii) k' = 2. 

(a) fie = 1. Then by our inductive hypothesis Y:~ '" Y~~ ends in b. If (k + 1)' = 1 and 
fk + 1 = 1, f ends in baba3 and so f ends in a3 as required. If (k + 1)' = 1 and fk+ 1 = -1, 
then f ends in ba-3b- 1a- 1 and f ends in b- 1a- 1 as required. If (k+ 1)' = 2, then as f 
is a reduced product fk+ 1 = 1 and f ends in ba2b, and so f ends in b as required. 

£1 Ek 
(b) fk = -1. Then by our inductive hypothesis Yl' ... Yk' ends in b- 1a-2. If (k + 1)' = 1 

and fk+l = 1, then f ends in b- 1a- 2aba3 = b- 1a- 1ba3, and so f ends in a3 as required. 
If (k + 1)' = 1 and fk+l = -1, then f ends in b- 1a-2 • a-3b- 1a-1 = b-1a-5b-1a-1, and 
so f ends in b -la -1 as required. If (k + 1)' = 2, then as f is a reduced product €k+ 1 = -1. 
Thus f ends in b- 1a- 2 • b- 1a-2 and so f ends in b- 1a-2 as required. 

Thus we have proved by induction that any reduced product always ends in one of a3 , b- 1a- 1, b 
and b- 1a- 2• Hence f ¥= 1 and Y freely generates gp(Y). 

8.4 PROOF OF THE SUBGROUP THEOREM FOR FREE GROUPS 

a. Plan of the proof 

The subgroup theorem for free groups (due to J. Nielsen and O. Schreier) may be stated 
as follows. 

Theorem 8.8: Every subgroup H of a free group F is free. 

Suppose that F is freely generated by S. We know from Section 7.6b, page 228, that 
if X is any right transversal of H in F, then the non unit elements 

ax • s = xS(XS)-1 (x EX, s E S) 

(where, for IE F, 1 is the unique element of X in the coset HI) generate H. Let 

Y = {ax • s I x EX, s E S, ax• s =F 1} 

Then we shall prove that H is actually freely generated by Y provided X is chosen ap­
propriately. Thus there are two main steps in the proof: 

(i) Choose X appropriately. 
(ii) Prove that Y freely generates H. 
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Step (ii) of the proof will be broken into two parts: the first part requires a careful look 
at the elements ax,s and the second involves looking at the way in which products of these 
ax,s and their inverses interact. 

h. Schreier transversals 

Suppose that X is a transversal for H in F, where F is freely generated by a set S. 
Every element x (x =1= 1) in X may be expressed uniquely as a reduced S-product 

x=ala2"'an (n~l) 

where ai is an element of S or the inverse of an element of S. Recall that n is termed the 
length of x and that the length of 1 is O. We shall call the elements 

initial segments of x. 

Definition: A right transversal X is called a right Schreier transversal if every initial 
segment of an element in X is also in X. 

Notice that it follows that if X is a right Schreier transversal, then 1 EX. 

The main result of this section is the following. 

Lemma 8.9: Suppose that F is a free group freely generated by S and that H is a subgroup 
of F. Then we can always find a right Schreier transversal X for H in F. 

Proof: We say that a right coset Hi is of length n if there is an element in Hi of length 
n but no element of length less than n. We shall choose X inductively using the lengths of 
the cosets of H in F. 

First if Hi is of length 0, then 1 E Hi and so Hi = H. We choose 1 to be the repre­
sentative of H. 

Suppose that n> 0 and that for each coset of length less than n, representatives have 
already been chosen so that every initial segment of a representative is again a representa­
tive. We choose now representatives for the co sets of length n. Let Hi be a coset of length 
n and let ala2 ... an be an element in Hi of length n. The element ala2 ... an-l is of length 
n - 1. Thus the coset Hala2 ... an-l is of length at most n - 1 (since ala2'" an-l E 
Hala2 ... an-l). This means that the representative of Hala2'" an-l has already been 
chosen, by our induction assumption. Suppose this representative is b1b2 ••• bm. Now 

H(b 1b2 ... bman) = (Hb 1b2 ··· bm)an = (Hala2'" an-l)an = Hala2'" an 

We select b1b2 ... bman to be the representative of the coset Hala2 ... an. The initial seg-
ments of blb2 ... bman, excluding b1b2 ... bman, are 

1, b1, ••• , b1b2 ••• bm 

which we know have already been chosen as representatives. In the same way we select 
suitable representatives for all the co sets of length n. 

We have therefore verified the induction hypothesis and so we are able, in this way, 
to complete the choice of a right Schreier transversal for H in F. 

c. A look at the elements ax,s 

Suppose that we have chosen a right Schreier transversal X for H in F. Consider a 
nonunit element ax,s where x E X and s E S: 

ax,s = xS(XS)-l 
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Now let the reduced S-product for x be x = al ... ak where ai or its inverse belongs to S. 
We will allow k = 0; this will be interpreted as x = 1. Thus we may write 

ax,s = ala2'" aks(ala2 ... aks)-1 

Let al ... akS = bl ... b1 where the right-hand side is a reduced S-product with bi or bi- l E S, 
i = 1, ... , l. We assert that al ... akS and bl ... bls- l are not elements of X. For suppose 
al ... akS E X, then al'" akS = al ... akS and so ax,s = 1; whereas if bl ··· bls- l EX, 
we utilize equation (7.3), page 219. and conclude that 

XSS- 1X- l = XSS-l(~)-1 = XSS-l(XSS-l)-1 

bl ... bls- l(b l ... bls 1)-1 = bl ... bls- l (b l ... bls- l )-1 = 1 

From this it follows that the reduced S-product for ax,s is al'" aksbl-
l ... bi""l. For if 

not, S cancels either with ak or with bl- l
. But as every initial segment of an element of X 

belongs to X, either al'" akS E X or bl ··· bls- l E X, which is a contradiction. Note 
we have proved ax,s 7'= 1 implies x does not end in S-1 and xs does not end in s. 

Let W = {w / w E S or w- l E S}. Then we have the following 

Lemma 8.10: Let € = 1 or -1. Then if ax,s 7'= 1, 

a;,s = Cl'" CmWd;;1 ... d l-
l 

where the right-hand side is a reduced product and both Cl ... Cm and dl ... dn 

are elements of X and both Cl ... cmw and dl ... dnw- l lie outside X. 

Proof: The lemma is an immediate consequence of the preceding remarks. We need 
only note that 

for the case € = -1. 

Corollary 8.11: Suppose € = ±1 and 
E d- l d-l ax,s = Cl'" cmw n •.• I 

where the right-hand side is a reduced product, Cl'" Cm E X and 
Cl ... CmW e: x. Then 

(i) if w E S, then € = 1, x = Cl ... Cm and S = w, 

(ii) if we: S, then € = -1, x = d l ••• dn and S = w- l
• 

Proof: It follows immediately from the preceding argument. 

Corollary 8.12: Let € = ±1, 'fJ = ±1, x, y E X, and s, t E S. If 

a;,s = Cl'" CmWd;;1 ... di""1 and a~,t = Cl'" CmWe;1 ... ell 

with the right-hand sides reduced products, and Cl'" Cm E X but 
Cl ... Cmw e: X, then € = 'fJ, x = y and t = s. 

Proof: It follows from Corollary 8.11. 

d. The proof of the subgroup theorem 

Suppose again that F is a free group freely generated by S and that H is a subgroup of 
F, Choose a right Schreier transversal X for H in F. Then 

Y = {ax,s/ xEX, sES, ax,s 7'= I} 

generates H. It remains only to prove that Y freely generates H. For this it suffices to 
prove that any reduced Y -product is not the identity (Lemma 8.2, page 248). 
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Let g = a~l S '" a; s (Xl, ••. , Xr E X and Sl, ••. , Sr E S) be a reduced Y -product. Let 
l' 1 r' r 

a; S be expressed in the form of Lemma 8.10 as e1 ... e mvl- 1 .•• 11-1, where v E Wand 
r' r n 

e1 ••. em E X but e1 ... emv El X. We will show that g ends in VI;:l •.. 1-;1 by induction on 
r, the case r = 1 being of course proved in Lemma 8.10. 

If the result is assumed true for r -1 and a~~=~,sr-1 is expressed as C1 .•. ckwdi
1 
... d l 1 

in the form of Lemma 8.10 with C1'" Ck E X but C1'" CkW El X (w E W), then a;~'Sl 
'r-1 d' d- 1 d- 1 

a Xr - 1,Sr-1 en s In W z '" 1 • 

Consider the product 
wdZ-

1 ... d l 1e1 ... emVI;:l ... III 

We can convert it into a reduced product by successively deleting inverse pairs. If m = l 
and wdZ-

1 
••. d l 1

e1 .•. emv = 1, then by Corollary 8.12, a;;=~,Sr-1 = (a;;'Sr )-1, contrary to 
the assumption that g is a reduced Y -product. If e1 ... em'/) is removed as a result of deleting 
inverse pairs in the product di

1 
..• d l 1

e1 ... emv, then e1'" emv is an initial segment of 
d 1 ••• d l and hence an element of X. But this is contrary to Lemma 8.10. Similarly 
wdi

1 
... d l 1 is not removed as a result of deleting inverse pairs in the product 

wdi
1 

••• d l 1
e1 ... em. Thus 

d - 1 d-l 1-1 1-1 1-1 1-1 W Z ••• 1 e1'" emv n •. , 1 = W ... V n ••. 1 

when expressed as a reduced product by deleting inverse pairs (the ... between wand v 
represent the factors d Z-

1 
••• d l 1 

e1 ... em left after deleting inverse pairs). Consequently 
g ends in W··· VI;:l ..• III and the inductive assertion follows. Therefore g # 1, and 
the result follows. 

e. Subgroups of finite index 

In Section 7.6b, page 228, we proved that a subgroup of index n in a group generated by 
r elements is generated by nr elements. We shall now find the rank of a subgroup of index 
n in a free group. To find the rank of the subgroup we use the result of Section 8.4d, i.e. 
the nonunit ax,s freely generate the subgroup. 

Let F be freely generated by Sl, ••• , Sr and let X = {Xl, ••• , Xn} with Xl = 1 be a 
Schreier transversal for a subgroup H of index n. Consider the elements 

aX;,Sj = X;Sj(XiSj)-l 

i = 1, ... , nand j = 1, ... , r. The number of such elements is nr. To find the rank of H, 
we wish to determine how many of the aXi,Sj are unit elements. By line 13, page 262: 

(1) If Xi ends in S;l, then aXi,Sj = 1. 

(2) If XiSj ends in Sj, then aXi,Sj = 1. 

We show that (1) and (2) are mutually exclusive. Suppose that Xi ends in S;l. Then 
Xi = WI ••• W mS;l (where WI, ••• , Wm E W) is a reduced product. Consequently Wm # Sj 

(for otherwise WI .•. W mSj1 is not a reduced product). As Xi is in the Schreier transversal 
X, WI .•• Wm also belong to the Schreier transversal. Thus XiSj = WI ••• Wm = WI' .• Wm 

and XiSj does not end in Sj. Therefore (1) and (2) are mutually exclusive. 

Note that if neither Xi ends in Sjl nor XiSj ends in Sj, then aXi,Sj = XiSj(XiSj)-l # 1 as Sj 

remains when aXi,Sj is expressed as a reduced product. 

For fixed j, let a. = number of x. E X for which ax .• s . = 1. Clearly a
J
. = number of 

) t t j 

Xi E X for which Xi ends in S;l plus the number of Xi for which xis j ends in Sj' As Xi runs 
through X, xisj runs through X (x ~ XS j' X E X, is a permutation, page 219). Thus the 
number of x. such that x.s. ends in s. is the number of elements in X which end in sJ" We 

t 1. J J 

conclude a. = number of x. that end in s. or s,:-1, So the total number (i.e. with j = 1, ... , r) 
J • J 

ofaxi,sj = 1 is a 1 + ... + ar = number of elements of X that end in Sj or Sjt, j = 1, ... , r. 
But except for Xl = 1, every element of X ends in some Sj or Sj1. Hence a 1 + ... + ar = n-1. 
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Thus there are exactly n - 1 unit elements among the axi,sj' and we have proved 

Theorem 8.13: Let F be a free group of rank r and let H be a subgroup of index n. Then 
H is a free group of rank n(r -1) + 1. 

Problems 

8.38. Let F be freely generated by 81> ... , 8 T • Let H be a subgroup of index 2 such that 81 e: H, but 
8i E H for i = 2, ... , r. Find a set of free generators for H by using the method of Section 8.4d. 
Verify that the number of free generators agrees with the number given by Theorem 8.13. 

Solution: 
We choose {1,81} for the Schreier transversal. Then the nonunit elements among al s. and 

, J 

aS1 ,Sj (j = 2" .,r) freely generate H. Now al,Sj = lsj(18j)-1. If j = 1, al,Sj = 1. If j #- 1, 
al,Sj = 18j(18j)-l = 8j as 8j E H implies 8j = 1. Now 

a = 818'(818.)-1 sl' Sj J J 
818j8;-1 if j #- 1 (for then 818j E H81) 

8; if j = 1 (as 8i = 1) 

Thus the subgroup H is freely generated by 8i,82'" .,8T and 81828;-1, .. . ,818rB;-1. Thus H is of 
rank 2(r - 1) + 1, which agrees with Theorem 8.13. 

8.39. Let F be freely generated by x and y. Find a set of free generators for F', the derived group of F. 

Solution: 
Let X = {XTyS I rand 8 integers}. Then to show that X is a Schreier transversal we need only 

show that (1) xTyS, XT1 y sl belong to the same coset of F' only if r = r1> 8 = 81, and (2) X is a set 
of coset representatives. Both (1) and (2) follow easily on using the fact that F/F' is free abelian 
with basis xF', yF' (by Theorem 8.6, page 255). The free generators of F' are the elements aXTYS,x 
and aXTyS,y which are nonunit. Now 

On the other hand, 
aXTyS,y = xTysY(XTyS+1)-l = 1 

Thus a set of free generators for F' are the elements xTySxy-Sx-T - 1 for all integers r and all 
integers 8 #- O. 

8.40. Let F be a free group of rank rand Hand K subgroups of index n. Prove that H 2'" K. 

Solution: 
By Theorem 8.13, Hand K are free of the same rank. Thus they are isomorphic. 

8.41. Let F be a free group on generators x and y. Suppose that R <l F, y E Rand F/R = gp(xR) 
is infinite cyclic. Prove that the group R/R' is freely generated as an abelian group by the elements 
xnyx-nR', where n E Z. Then prove that for no integer n, is xnyx-nR' in the center of F/R'. 

Solution: 
The method of Section 8.4d with X = {xn I n E Z} gives for the free generators of R the 

elements aXn,y = xnyx-n, n E Z. By an argument similar to Theorem 8.6 (which deals only with 
free groups of finite rank), R/R' is free abelian with basis xnyx-nR' for all integers n. 

Now as 
(xR')(xnyx-nR')(xR')-l = x n+1yx-(n+l)R' #- xnyx-nR' 

xnyx-nR' does not belong to the center of F/R'. 
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f. Intersection of finitely generated subgroups 

We prove here that if Hand K are subgroups of finite rank of a free group F, then 
HnK is also a subgroup of finite rank. (This result is due to Howson.) 

To simplify the problem we note that we may assume that F is finitely generated. For 
if not, we could consider gp(H, K), which is certainly finitely generated (as Hand K are), 
instead of F. 

However, as we have seen in Example 1, page 259, a free group of rank 2 has a subgroup 
of infinite rank. Therefore we may as well assume that F is free of rank 2. Let F be 
freely generated by a and b. 

We say that a coset C is single-ended if every element of C when expressed as a reduced 
product has the same last factor. 

For example, if all the elements of C end in a, C is said to be single-ended. (We might 
have for instance baaa E C.) But if C contains for example the elements ababab and 
ab-1, then C is not single-ended. 

A coset which is not single-ended is called double-ended. 

The following lemma is crucial: 

Lemma 8.14: A subgroup H of the group freely generated by a and b is of finite rank if 
and only if it has a finite number of double-ended cosets. 

Proof: Choose a Schreier transversal X for H in F. Put S = {a, b}. 

(1) Let H be of finite rank. Then only a finite number of the elements ax • s # 1 (where 
x E X and s E S). But we proved in Section 8.4d that every element of H ended in the 
form wdZI ... d i

l where wd ZI ... d i
l is either S(XS)-I or S-IX- I , where ax • s # 1. Thus 

we concluded that all the elements of H end in the form wdZI ... dil where there are 
only a finite number of wd ZI ... dil and dl ··· dzw- I fl X although dl ··· dz E X. 

Let x EX. Then if Hx is double-ended, there exists an element hE H such that 
in hx, x cancels completely. As h ends in some wdz- I ... di

l and dl ··· dtW- I fl X, it 
follows that if x cancels completely, x is an initial segment of d l ••• d z (otherwise 
wdl ... dz is an initial segment of x and hence in X). It follows that as the number 
of d l ••• d z that appear is finite, the number of initial segments is finite, and thus the 
number of double-ended co sets is finite. 

(2) Let H be of infinite rank. Ifax• s = xS(XS)-1 # 1, it follows that x does not end in rl 
(line 13, page 262) and, of course, xs(xs)-1 E H. The coset Hx contains x and 
(xS(XS)-I)-IX = xsri. Now rl appears in the reduced product for xsri (line 13, page 
262). As x does not end in s-1, Hx is double-ended. 

Now as there are an infinite number of x such that ax.s # 1, there are an infinite 
number of double-ended cosets. 

Theorem 8.15: The intersection of two subgroups Hand K of finite rank is again of 
finite rank. 

Proof: By Lemma 8.14, H has only a finite number of double-ended cosets, say 
HI, ... , Hn, and K has only a finite number of double-ended cosets, say K I, ... , Km. Now 
the co sets of HnK are intersections of co sets of Hand K (Problem 7.23, page 231). Also 
the intersection of a single-ended coset of H with any coset of K is single-ended (and 
vice versa). Thus the double-ended cosets of HnK are among the cosets HinK j , i = 1, .. . ,n 
and j = 1, ... , m. Therefore H n K has at most mn double-ended co sets and accordingly 
HnK is of finite rank by Lemma 8.14. 
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A look back at Chapter 8 

We defined free groups and gave an alternative definition. The existence of free groups 
was established and homomorphisms of free groups investigated. The main result was 
that if F is a free group freely generated by X, then for every group H and every mapping 
(J of X into H there is a homomorphism cf> of F into H which coincides on X with (J. As a 
consequence every group is a homomorphic image of a free group. 

We next discussed presentations of groups. The important notion of rank of a free 
group then arose naturally. 

We discussed and proved the subgroup theorem for free groups. Using this, the rank 
of a subgroup of finite index was calculated. Finally we proved that the intersection of 
two subgroups of finite rank in a free group is of finite rank. 

Supplementary Problems 

ELEMENTARY NOTIONS 

8.42. Suppose F is freely generated by a and b. Find elements u, v E F so that u # a and 

a-Ib-Iab = U-Iv-IUV 

8.43. Prove that a free group of finite rank has only a finite number of elements of length "" n for any 
fixed integer n. 

8.44. Prove that if N <1 G and GIN is free, then G splits over N. 

8.45. Let F be a free group freely generated by a and b. Let N 
a- 2ba2, ••• ). Prove N <1 F and verify that F splits over N. 

gp( ... ,a2ba- 2, aba-I, b, a-Iba, 

8.46. Using the notation of the preceding problem show that if N' is the derived group of N, then 
N' <1 F. Verify that FIN' is a splitting extension of NIN' by an infinite cyclic group. Construct 
an isomorphic copy of FIN'directly as an extension of a free abelian group by an infinite cyclic 
group. 

PRESENTATIONS OF GROUPS 

8.47. Prove that the group G = la, b; a-Iba = b2 1 is not free. (Hint: Prove that GIG' is cyclic. So if 
G is free it must be free cyclic. Then show G' # {I} by mapping G into a suitable factor group.) 

8.48. Let G = lx, y; x2, y 2 1. Show that G is infinite. (Hint: Let F be the free group freely generated by 
x and y. Let (J: x --> a, y --> ab be a homomorphism onto the group of Problem 8.30, page 257.) 

8.49. Let G = la, b, e, d; [a, el, [a, dj, [b, el, [b, dll. Prove G is the direct product of two free groups each 
of rank 2. 

8.50. Prove that if G = lXI, x2, ••• ; 2x2 = xl, ... , (i + l)xi+ I = Xi' ••• 1, then G is isomorphic to the 
additive group of rationals. (Hint: Note that G has the additive group of rationals as homomorphic 
image. Also it is abelian. Use Problem 6.72, page 208.) 

8.51. Prove that if p is a prime and G = IXI,x2""; Xl>X~X;-I, ••• ,xf+1x;l, .. . 1, then G is isomorphic 
to the p-Priifer group. 
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THE SUBGROUP THEOREM FOR FREE GROUPS 

8.53. Prove that if F is free on x, y, z then the elements xyz, X 2y 2z2, x3y3z3, x 4y4z4, .•• freely generate a 
subgroup of F. 

PROOF OF THE SUBGROUP THEOREM 

8.54. Show that if am = bn where a and b are elements of a free group (mn ~ 0), then a and b generate a 
cyclic group. 

8.55. Let Nand M be non identity normal subgroups of G, a free group of rank greater than 1. Prove 
that NnM ~ {I}. 

8.56. Let F be a free group. Prove that there is no sequence of subgroups Fl C F2 C ... of F with 
Fi ~ F i + 1 and rank of Fi = 2. (Hint: Let G = uFi . Then G is a free group of infinite rank. 
Consider GIG' which is free abelian of infinite rank. Obtain a contradiction by showing that GIG' 
is of finite rank.) 

8.57. Find generators for F2 where F is a free group of rank two and F2 = gp(X2 I x E F). (Note that 
FIF2 is the Klein 4-group.) 

8.58. Let F be a group which can be generated by two elements with a free subgroup of rank 3 which is 
of index two. Prove F is free by comparing it with a free group of rank 2. (Hard.) 

8.59. Let F, R be as in Problem 8.41, page 264. Prove that FIR' has no element other than 1 in its center. 



Appendix A 

Number Theory 

In this book we assume the reader knows the following: 

1. The meaning of a divides b, for which we use the notation a I b. The notation a J b is 
read as "a does not divide b". 

2. The definition of a prime, i.e. an integer not equal to 1 which is divisible only by 1 and 
itself. 

3. If a, b are integers, then there exist an integer q and an integer r such that 

a = bq + r 
where 0 ~ r < b. 

4. The definitions of greatest common divisor of two numbers a and b (the largest integer 
which divides both a and b) and lowest common multiple of a and b (the smallest integer 
divisible by both a and b). We write the greatest common divisor of a and b as (a, b), 
the lowest common multiple of a and b as I.c.m. (a, b). If (a, b) = 1, then a and bare 
said to be co-prime. 

5. Given integers a and b, there exist integers p and q such that 

(a, b) = pa + qb 

6. The fundamental theorem of arithmetic which says every integer is expressible in one 
and only one way (ignoring order) as the product of primes. 

7. a == b modulo n means a - b is divisible by n. Also some of the simpler properties 
such as a == b and x == y implies a + x == b + Y and ax == by. 

The reader who does not know this material can consult 

(a) Niven, I., and H. S. Zuckerman, An Introduction to the Theory of Numbers, Wiley, 1966. 

(b) Upsensky, J. V., and M. A. Heaslet, Elementary Number Theory, McGraw-Hill, 1939. 

(c) Birkhoff, G., and S. MacLane, A Survey of Modern Algebra, Macmillan, 1953. 
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Appendix B 

A Guide to the Literature 

Note: Numbers in brackets refer to the bibliography on pages 272 and 273. 

General 
Books which contain much of the material of this text (and frequently more) are, in the 

order of complexity, [46], [15], [16]. Useful books in algebra are [47] and [23]. 

Chapter 1 
The theory of sets was established by G. Cantor in the last quarter of the 19th century 

[1]. A central notion in his work is that of cardinality - two sets have the same cardinality 
if there is a one-to-one mapping from the one onto the other. This leads to the idea of a 
transfinite number, and much of Cantor's work was devoted to developing these transfinite 
numbers (see [2] and [3]). 

In the study of sets a number of paradoxes arose ([4] and [5]). This made it desirable 
to put set theory on a firm axiomatic footing. Such axiomatic approaches have led to a 
number of interesting developments ([4], [5] and [6]). 

Recently a different approach to the foundations of mathematics has been originated 
by Lawvere, which is based on the notion of category [44] (see [7] for the axioms of a 
category). 

Chapter 2 
The study of groupoids arose in part from a desire to understand more clearly the 

axioms for group theory. The theory of groupoids can be subdivided into systems which 
satisfy various "natural" conditions. Thus, for example, among the various classes of 
groupoids one has semigroups, loops, groups and quasi-groups. Two major references are 
[8] and [9]. 

Chapter 3 
It is clear from this chapter that groups arise in a great many mathematical disciplines. 

Groups arose initially from 19th century algebra, analysis and geometry. It was hoped 
that much of geometry could be handled by associating a group with each geometrical 
object. To some extent this aspect of group theory has been discussed in the section on 
isometry groups (see als,o [10], [11], and [14]). For the applications to topology see [37] 
and [39], and for knot theory see [40]. 

Groups arise also in quantum physics, crystallography [12] and chemistry [13]. This 
omnipresence of groups is part of the reason for its importance. 

In addition, the study of groups has been carried forward for its own sake (see e.g. 
[15], [16], [17], [18], [19], [20], [21], [22], [43]). Finally we refer the reader to the study of 
groups with a topology: [41], [42]. 

9.70 



APPENDIX B] A GUIDE TO THE LITERATURE 271 

Chapter 4 

Chapter 4 is concerned mainly with cyclic groups and homomorphisms. 

As we have dealt exhaustively with cyclic groups, there is not really any further informa­
tion available except perhaps for finding the automorphism group of a cyclic group. If 
G is cyclic of order n, then the automorphism group of G is the group of integers co-prime 
to n, with multiplication modulo n; see e.g. [43]. 

The concept of homomorphism is basic. One can define homomorphisms for other 
algebraic concepts, such as rings. Factor rings can be defined and very similar theorems 
obtained [23], [24], [25]. (Indeed, once the group theoretic ones are known, it is routine 
to obtain the others.) 

Some work, prompted by algebraic topology, has been done on more complex interaction 
of group homomorphisms [26]. 

Chapter 5 

Much of this chapter is "arithmetical" in content, i.e. it deals with the order of a 
finite group. Thus for example we have the theorem of Lagrange: The order of a sub­
group of a finite group divides the order of the group. There are a great number of 
important theorems of this kind, embodying various generalizations of the Sylow theorems 
(see [27], [17]). A very important result of a slightly different kind is the remarkable 
theorem of W. Feit and J. Thompson, viz. a finite group of odd order is solvable [45]. 

The classification of groups of small order has not been too successful. This is due to 
the extraordinary complexity of these groups. The reader might consult [21], [17] and 
[28] for a discussion of this classification problem. 

Today the study of finite groups has proceeded at an extraordinary pace. One of the 
main aims of this study is the classification of finite simple groups. This classification is by 
no means complete, but much progress has been made (see [29]). 

Chapter 6 

Our proof of the fundamental theorem of abelian groups is nonconstructive, i.e. we do 
not have a definite procedure for finding a basis. Such procedures exist, e.g. [30]. 

There are also other criteria for deciding if an abelian group is a direct sum of cyclic 
groups, e.g. if every element is of bounded order [31]. A more comprehensive result is 
that of Kulikov [16]. 

In this chapter we found invariants for finitely generated abelian groups. The in­
variants for countable torsion groups are subtler and appear in Ulm's theorem ([31], [32]). 

Some of the theorems of abelian groups extend to wider classes of algebraic structures, 
e.g. modules over rings ([31]). There has also been an attempt to prove theorems about 
classes of groups that are quite close to abelian groups, e.g. solvable and nilpotent groups 
([17], [19]). 

Excellent sources for abelian groups appear in [16] and [31]; a more encyclopedic ac­
count appears in [32]. 

Chapter 7 

The aim of this chapter is to show how representing groups as permutation groups 
leads to information about the groups themselves. There are other types of representation. 
The most important of these is the representation of finite groups as n X n matrices. 
(These n x n matrices constitute a natural generalization of the 2 x 2 matrices we have 
discussed in Chapter 3.) The reader might consult [33], [34]. 
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In infinite group theory the permutational representatien of Frobenius has led to 
significant progress (§2 of Chapter 2, etc., of [35]). 

The transfer has been used a great deal in finite group theory. A good source of in­
formation is [27]. See also [17]. 

Chapter 8 

Our proof of the existence of free groups is really motivated by Cayley's theorem, as 
a glance at the usual proof will reveal [16]. 

The property of Theorem 8.4, i.e. the property of being able to extend a mapping of the 
free generators to a homomorphism of the free group, is of great importance. Indeed, it is 
often used as the definition of a free group. With this approach, the definition of free group 
is analogous to the definition of free abelian group (Chapter 6). There are even further 
generalizations and we can speak of the free group in a variety, where a variety is a collec­
tion of groups satisfying certain conditions. A detailed account appears in [35]. 

One can also regard a free group as being the free product of infinite cyclic groups. 
The free product of two groups is a way of putting the groups together in, roughly speaking, 
the freest way ([16], [17]). 

Groups occur frequently as presentations. This is unfortunate as it is always difficult 
to say what the group of a presentation is or what its properties are. Indeed, there is not 
even a general and effective procedure for deciding whether the group of any given presenta­
tion is of order 1. All this is connected with the word problem, which is, roughly speaking, 
to determine in a finite number of steps if two products in the generators of a given 
presentation are equal. The word problem is unsolvable in general (see [15]). 

An important concept which enables us to change from one presentation to another is 
that of Tietze transformations [36]. 

There are many proofs of the subgroup theorem, including topological ones (e.g. [37]). 
An important one is by Nielsen transformations ([16], [17], [36]). One of the advantages 
of the method we used in Chapter 8 is that it extends readily to provide generators and 
defining relations for subgroups of a group of a presentation [36]. 

More properties of free groups, free products and presentations of groups appear in 
[36]. See also [38] for presentations. 
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Abelian group, 177-212 
divisible, 205, 209 
finitely generated, 196 
free, 186 
of type poe = p-Priifer group, 191, 206 
primary = p-group, 190 
rank of, 193 

Abelian groupoid, 29 
Additive notation, 19, 178 
Alternating group, 62 

simplicity, 172 
Ascending central series = upper central series, 142 
Associative groupoid, 29 
Automorphism, 

group, 84, 87 
inner, = mapping Pa' 85 
of field, 87 
of group = of groupoid, 83 

Basis of free abelian group, 186 
Basis theorem = fundamental theorem for 

finitely generated abelian groups, 197 
Bijection, 14 
Binary operation, 19 
Block, R-, 9 

Cardinality, 14 
Carrier, 26 
Cartesian product, 6 
Cayley's theorem, 46, 214 
Center, 112 
Centralizer of a subset, 112 
Chain, 194 
Circle, 2 
Class, equation, 135 

equivalence, 9 
R-,9 

Closed with respect to multiplication, i.e. product 
of elements in the set belong to the set. 

Codomain, 12, 13 
Common part, 3 
Commutative groupoid, 29 
Commutator, 112 
Commutator subgroup, 112 
Commute: a and b commute if ab = ba. 
Complement, 234 
Component, p-, 191 
Composition factors, 164 
Composition of maps, 17 
Composition series, 158, 163 
Congruence, 269 
Conjugacy classes, 171 
Conjugate, subgroups, 131 
Conjugates, H-, 134 
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Correspondence theorem, 120 
Coset, 108 

double-ended, 265 
representation, 219 
representative, 219 

Countable, 14 
Countably infinite, 14 
Cycles, 167 
Cyclic group, 101 

Degree of permutational representation, 217 
Dependent, 192 
Derived subgroup, 112 
Difference of sets, 4 
Different products, 245 
Dihedral group, 75 

infinite, 257 
of degree 4, Table 5.2, 152 

Dimension of vector space, 89 
Direct product, 143 

external, 143 
internal, 146 

Direct summand, 178 
Direct sums, 

finite, 178 
infinite, 182 

Divisible group, 205, 209 

Element, 1 
order of, 103 

Epimorphism, 42 
Equivalence relation, 8 
Extension of groups, 232-234 

splitting, 234-238 
Extension of mapping to homomorphism, 185, 250 
Extension property, 

free abelian groups, 185 
free groups, 250 

Factor groups, 114 
Factor of a factor theorem (third isomorphism 

theorem), 121 
Factors of a subnormal series, 158 
Faithful representation, 218 
Family of indexed sets, 182 
Fields of complex numbers, 86 
Finitely generated abelian groups, 197 

subgroups of, 202 
factor groups of, 204 

Finitely generated group, 98, 197, 227 
Finitely presented, 253 
Finite presentation, 253 
Four group, 144, 148 



Free abelian group, 186 
rank of, 193 

Free group, 246 
intersections of finitely generated subgroups, 265 
length of an element, 248 
rank of, 255 
subgroups, 260 
subgroups of finite index, 264 

Free on a set, 246 
Free set of generators, 246 
Freely generated, 186, 246 
Frobenius' representation, 225 
Frobenius' theorem, 224 
Full linear group, 90 
Fundamental theorem of arithmetic, 269 
Fundamental theorem of finitely generated 

abelian groups, 197 

Galois group, 159 
Generators, free set of, 246 
Greatest common divisor, 269 
Group, 

abelian, 177-212 
alternating, 62 
automorphism, 83 
commutative, 29 
commutator, 112 
cyclic, 101 
definition of, 50 
derived, 112 
extension, 234, 238 
finitely generated, 98, 197, 227 
free, 246 
isometry, 64, 67 
linear, 90 
matrices, 81 
mixed,188 
Mobius transformations, 77 
nilpotent, 142 
number of groups of given order, 156 
primary, = p-group, 190 
Priifer groups, 191 
quaternion, 151 
simple, 158, 163 
symmetric, 56 
table, 22 
torsion, 188 
torsion-free, 188 

Groupoid, 26 
abelian, 29 
associative, 29 
commutative, 29 
equality of, 28 
finite, 29 
identity, 30 
infinite, 29 
order, 29 
table of, 22 

Groups of order 
p, 148 
p2,147 
2p, 149 
8, 150 
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Groups of small order, 148-156 
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Hamiltonian group = quaternion group, 151 
Higher central series = upper central series, 142 
Homomorphism, natural, 115 
Homomorphism, of a groupoid, 40 

of a group, 94 
Homomorphism theorem (first isomorphism 

theorem), 117 

Identical products, 245 
Identity, of a groupoid, 30 

of a group, 50 
Iff = if and only if 
Image, 12, 13 
Independence, independen~ 192 
Index of a subgroup, 110 
Index 2, 116 
Indexed family, 182 
Indexing set, 182 
Initial segments, 261 
Inner automorphism (see Automorphism.) 
Intersection, 3 
Intersection, of normal subgroups, 114 

of subgroups, 55 
Invariant subgroup = normal subgroup, 111 
Invariants of finitely generated abelian group 

type of abelian group, 200 
Inverse, 32 
Inverse pairs, 246 
Inversion, 60 
Isometries, of line, 64 

of plane, 67 
Isomorphism, 

of group, 94 
of groupoid, 42 

Isomorphism theorems, 
first, 117 
second, 125 
subgroup, 125 
third, 121 

Jordan-Holder theorem, 164 

Kernel,117 
Klein four group, 144, 148 

Lagrange's theorem, 109 
Largest set, 3 
Least common multiple lowest common 

multiple, 269 
Length of, 

composition series, 164 
cycle, 167 
element in free group, 248 

Linear fractional transformation Mobius 
transformation, 77 

Linear group, 90 

Mal'cev's theorem, 230 
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Map or mapping, 
bijection, 14 
codomain, 12, 13 
composition, 17 
definition, 11, 13 
domain, 12, 13 
equality, 13 
matching, 14 
one-to-one, 14 
onto, 14 
restriction of, 14 

Matching, 14 
Matrices, 81 
Matrices, groups of, 81 
Maximal independent set, 193 
Maximal set, 194 
Metacyclic, 243 
Mixed group, 188 
Mobius transformations, 77 
Monomorphism, 42 
Multiplication in a set, 2 
Multiplication table, 22 

Natural homomorphism, 115 
Negative, 178 
Nielsen-Schreier theorem, 260 
Nilpotent group, 142 
Normal closure, 253 
Normal subgroup, 111 
Normal subgroup generated by a set, 253 
Normalizer, 112, 133 

Odd permutation, 60 
One-to-one mapping, 14 
Onto mapping, 14 
Operation, binary, 19 
Order 

of a group, 50 
of a groupoid, 29 
of an element, 103 

Ordered pair, 2 

Partition, 9 
P"', group of type = Priifer group, 191 
p-component, 191 
Periodic = torsion group, 188 
Permutation, 56 

even, 60 
group = symmetric group, 56 
odd, 60 

Permutational representation, 216 
degree of, 217 

p-group, 139, 190 
p-primary group = p-group, 190 
p-Priifer group, 191 

main theorem, 206 
Pre image, 12, 120 
Presentation, 253 

finite, 253 
finitely presented, 253 
group of a, 253 
of a group, 253 

Primary component p-component, 191 

INDEX 

Product, 
cartesian, 6 
direct, 143 
reduced, 245 

Products, 
different, 245 
identical, 245 
of subsets of a group, 109 

Proper subgroup, 106 
Priifer group, 191 
Quaternions = Hamiltonian groups, 151 
Quotient group = factor group, 114 

Range, 12 
Rank, 

free abelian group, 193 
free group, 255 
torsion-free abelian group, 193 

R-block,9 
R-class,9 
Reduced product, 245 
Reflection, 68, 69 
Reflexive property, 9 
Representation, 

coset, 219 
degree of, 217 
Frobenius, 225 
permutational, 216 
right-regular, 216 

Representative of a coset, 219 
Representatives of the equivalence classes, 134 
Right-regular representation, 216 
Rotation, 68, 69 

Schreier's subgroup theorem, 260 
Schreier transversal, 261 
Schur's theorem, 242 
Semigroup, 29 
Series, 

ascending central, upper central series, 142 
composition, 158 
solvable, 158 
subnormal, 158 

Set, 1 
Simple group, 158, 163, 172 
Smallest set, 3 
Solvable, group, 158, 161 

by radicals, 159 
series, 158 
word problem, 246 

Split, 234 
Splitting extension, 234, 238 
Steinitz exchange theorem, 192 
Subgroup, 

commutator, 112 
conjugate, 131 
definition, 54 
derived, 112 
generated by a set, 98 
invariant, = normal subgroup, 111 
isomorphism theorem (second isomorphism 

theorem), 125 
normal, 111 



Subgroup (cont.) 
of index 2, 116 
proper, 106 
Sylow, 130 
theorem for cyclic groups, 105, 126 
theorem for free groups, 260 
torsion, 189 

Subnormal series, 158 
factors of, 158 

Subset, 2 
subgroup generated by, 98 
product of, 109 

Sum, direct, 178 
finite, 178 
infinite, 182 

Sum of vectors, 89 
Sylow subgroup, 130 
Sylow's theorems, 

first, 130 
second and third, 131 

Symmetric group, 
definition, 56 
of degree 4, 59 
of degree 5 or more, 172 

Symmetric property, 9 
Symmetry groups, 73 

INDEX 277 

Symmetry groups of an algebraic structure, 83 

Table, multiplication, 22 
Three-cycle, 172 
Torsion group, 188 

subgroup, 189 
Torsion-free group, 188 
Transfer, 240 
Transitive property, 9 
Translation, 68, 69 
Transposition, 167 
Transversal, 219 

Schreier, 261 
Type of a finitely generated abelian group, 200 

Union, 3 
Unit element = identity element, 30 
Upper central series, 142 

Vector space of dimension n, 89 
Vector sum, 89 

Word problem, 246 

Zero element, 178 
Zorn's lemma, 194 



aut (G) 

aX,g 

An 
C 

C* 
C(A) 

Cn 

Dn 
gp(X) 

hk 

I 
I(R) 

Is 
(I: Z) 

K4 
Kero 

I.c.m. (a, b) 

Ln(V,F) 

mg,X 

mk,k' 

M 
oM 

Mx 
N 

N(A) 

NH(A) 

P 
Q 

Q* 

R 
R+ 
R2 

'1( 

'1(* 

R-class 

8p 

Sn 

Sx 
T(G) 

W 

Symbols and Notations 

Symbols 

Automorphism group of G, 84 
xg(xg)-l, 224 

Alternating group of degree n, 61 

Complex numbers, 1 

Nonzero complex numbers, 51 

Centralizer of A, 112 
Cyclic group of order n, 148 

Dihedral group of degree n, 76 

Subgroup generated by X, 98 

Conjugation by Xk' 233 

Isometries of plane, 67 

Group of isometries of R, 64 

Symmetry group of S, 73 

Group of isometries of R that move integers to integers, 66 

Klein four group, 148 

Kernel of 0, 117 

Lowest common multiple of a and b, 269 

Full linear group of dimension n, 89 

(gX)-lgx, 232 

mxk,xk" 233 

Group of Mobius transformations, 78 

Group of 2 X 2 matrices over complex numbers, 81 

Semigroup of mappings of X to X, 36 

Nonnegative integers, 1 

Normalizer of A, 112 

Normalizer of A in H, 133 
Positive integers, 1 

Rationals, 1 

Nonzero rationals, 20 

Real numbers, 1 

Nonnegative real numbers, 48 

Euclidean plane, 2 

Set of representatives of the equivalence classes, 134 

Representatives whose intersection with the center is the empty set, 135 

R-equivalence class, 9 

Number of distinct Sylow p-subgroups, 131 

Symmetric group of degree n, 56 

Symmetry group on X, 56 

Torsion subgroup of G, 189 

Elements of S and their inverses, 262 

Coset representative, 232 

Integers, 1 

Center of G, 112 
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SYMBOLS AND NOTATIONS 

Greek Symbols 
Yg Mapping that sends x --> xg, 219 

(J Frobenius representation, 225 

Identity mapping, 36, 56 

Natural homomorphism, 114 

7T Mapping that sends g --> Yg , 219 

II Set of all primes, 190 

E Is in, belongs to, 1 

e: Is not in, does not belong to, 1 

} Set, 1 

p Mapping that sends x to xg, 214 

Pe Rotation through angle 8, 68 

u(a, b, c, d) Mobius transformation, 77 

u y Reflection, 69 

T Transfer, 240 

T a, b Translation, 68 

Notations 

(a l 

alu 
am ) 
amu 

Notation for a mapping, 37 

Isomorphic, 42 

{ I } Set defined by a property, 1 am a to the power m, 100 

( , Open interval, 2 Hg Right coset, 108 

[ , Closed interval, 2; also XY Product of two subsets of a 
Commutator, 112 group, 109 

, ) Ordered pair, 2; also Greatest common [G:H] Index of H in G, 110 
divisor, 269 H<JG H is normal in G, 111 

C Is a subset, 2 [x,y] Commutator of x and y, 112 

279 

c Is a proper subset, 2 G' Commutator subgroup of G, 112 

u Union, 3 GIN Gover N, 114 

n Intersection, 3 Equivalence relation by 

0 Empty set, 3 
conjugation, 134 

A- Equivalence class containing 
Difference of sets, 4 A,134 

X Cartesian product, 6 HxK External direct product, 143 
Sn Cartesian product of S n times, 6 H0K Internal direct product, 146 

xRy x is related to y by R, 8 n 

IT Gi Direct product, 146 
xR R-class of x, 9, 11 i=1 

(aj, 0 0 0' am) Cycle of length m, 167 
XIR Set of R-classes, 11; also X 

HffJK Direct sum of Hand K, 178 over R, 114 
n 

a:S-->T Mapping from S into T, 12 ~ Gi Finite direct sum, 178 
i=1 

la, sa, a(s) Image of s under a, 12 
~ Infinite direct sum, 182; Gi Sa Range of a, 12 i E I see also 179 

lSI Number of elements of S, 14 Gp p-component of G, 190 

aiS' Restriction of a to S', 14 (QIZ)p Priifer group, 191 

a O f3 Composition of mappings, 17; also Image ( TI Tko s) Type of a group, 200 PI ,00 o'Pk ' 
under a binary composition, 19 

lJ Transversal element in same 

,0 '} coset as g, 219 sot 
s+t Image under a binary composition, 19 (X;R) Presentation, 253 

st IX:RI Group of a presentation, 253 
s X t 

(a,b; [a,bJ) Presentation, 254 
(G, p) Groupoid G with binary operation p, 26 

(a, b) Greatest common divisor of 
1 Identity of a groupoid, 31 a and b, 269 

g-1 Inverse of the element g, 34 Congruent, 269 
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