LIPSCHITZ CONDITIONS ON THE MODULUS OF A HARMONIC FUNCTION

MIROSLAV PAVLOVIĆ

Abstract. It is proved that if \( u \) is a real valued function harmonic in the open unit ball \( \mathbb{B}_N \subset \mathbb{R}^N \) and continuous on the closed ball, then the following conditions are equivalent, for \( 0 < \alpha < 1 \):

- \(|u(x) - u(w)| \leq C|x - w|^\alpha, \ x, w \in \mathbb{B}_N;\)
- \(||u(y)| - |u(\zeta)|| \leq C|y - \zeta|^\alpha, \ y, \zeta \in \partial \mathbb{B}_N;\)
- \(||u(y)| - |u(ry)|| \leq C(1 - r)^\alpha, \ y \in \partial \mathbb{B}_N, 0 < r < 1.\)

The Lipschitz condition on \(|u|^p\) is also considered.

1. Introduction

Let \( S \) be a subset of the \( N \)-dimensional euclidean space \( \mathbb{R}^N \), and let \( \omega \) be a majorant, i.e., a continuous increasing function on \([0, \infty)\) such that \( \omega(0) = 0 \) and \( \omega(t)/t \) is non-increasing for \( t > 0 \). For a real or complex valued function \( f \) on \( S \), we write \( f \in \Lambda_\omega(S) \) if there is a constant \( C < \infty \) such that

\[ |f(x) - f(w)| \leq C \omega(|x - w|), \ x, w \in S. \]

If \( \omega(t) = t^\alpha, 0 < \alpha \leq 1 \), then we write

\[ \Lambda_\omega(S) = \Lambda^\alpha(S). \]

Let \( \mathbb{B}_N \) denote the open unit ball of \( \mathbb{R}^N \). For a function \( f \) defined and continuous on the closure \( \overline{\mathbb{B}_N} \) of \( \mathbb{B}_N \) consider the following conditions:

(A) \( f \in \Lambda_\omega(\mathbb{B}_N); \)
(B) \( f \in \Lambda_\omega(\partial \mathbb{B}_N); \)
(C) There is a constant \( C < \infty \) such that \( |f(y) - f(ry)| \leq C(1 - r), \)
for \( y \in \partial \mathbb{B}_N, 0 < r < 1; \)
(A1) \( |f| \in \Lambda_\omega(\mathbb{B}_N); \)
(B1) \( |f| \in \Lambda_\omega(\partial \mathbb{B}_N); \)
(C1) There is a constant \( C < \infty \) such that \( ||f(y)| - |f(ry)|| \leq C(1 - r), \)
for \( y \in \partial \mathbb{B}_N, 0 < r < 1. \)

Clearly there hold the implications: (A) \( \implies \) (A1), (B) \( \implies \) (B1) and (C) \( \implies \) (C1). In a series of papers [4, 5, 6, 7], Dyakonov considered the implications (A1) \( \implies \) (A) and (B1+C1) \( \implies \) (A) for various classes of
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functions (defined on more general domains). In [4], he proved the validity of these implications in the case where \( f \) is holomorphic in the unit disk \( D = B_2 \) of the complex plane \( \mathbb{C} = \mathbb{R}^2 \); the majorant was assumed to satisfy the condition

\[
\int_0^x \frac{\omega(t)}{t} \, dt + x \int_x^\infty \frac{\omega(t)}{t^2} \, dt \leq C \omega(x), \quad x > 0 \quad (C = \text{const}).
\]

Following Dyakonov we call such a majorant regular. In [5], another interesting condition is considered, namely:

(D) There is a constant \( C < \infty \) such that \( \mathcal{P}[|f|](x) - |f(x)| \leq C \omega(1-|x|) \), for \( x \in B_N \).

where \( \mathcal{P}[|f|] \) denotes the Poisson integral of the boundary function,

\[
\mathcal{P}[|f|](x) = \int_{\partial B_N} \frac{1-|x|^2}{|x-y|^N} |f(y)| \, d\sigma(y),
\]

and \( d\sigma \) is the normalized surface measure on the unit sphere. It is proved in [4] that (B1+D) is equivalent to (A).

The following condition together with Lemma A below is often used when verifying (A):

(E) \( f \in \Lambda_1(K) \) for every compact subset \( K \) of \( B_N \), and there is a constant \( C \) such that

\[
|\nabla f(x)| \leq C \frac{\omega(1-|x|)}{1-|x|} \quad \text{for almost all} \quad x \in B_N.
\]

Lemma A. Let \( \omega \) be fast, i.e.,

\[
\int_0^x \frac{\omega(t)}{t} \, dt \leq C \omega(x), \quad x > 0.
\]

If \( f \) satisfies (E), then \( f \in \Lambda_\omega(B_N) \).

(See Lemma 3 below.)

We collect Dyakonov’s results together with some classical facts in the following way:

Theorem A. Let \( \omega \) be a regular majorant, and let \( f \) be a function holomorphic in \( B_2 \). Then there hold the relations:

(2) \( (A) \iff (B) \iff (C) \iff (A1) \iff (B1+C1) \iff (B1+D) \).

Part of (2), namely

\[
(A) \iff (B) \iff (C) \iff (A1),
\]

holds under the (weaker) hypothesis (1) \( (f \) holomorphic); for \( (A) \iff (A1) \), see [18, Theorems 10.2.1 and 10.2.2] and [6]; for \( (A) \iff (B) \iff (C) \), see, e.g., [13, 14] and Lemma 5 below. A simple proof of the equivalences \( (A1) \iff (B1 + C1) \iff (B1 + D) \) is given in [17] (see also [2]).
It is perhaps worthwhile to note that the proofs given in [4] and [17] show that condition (C1) in Theorem A can be replaced by a weaker one, namely:

(C2) There is a constant $C < \infty$ such that $|f(y)| - |f(ry)| \leq C\omega(1 - r)$, for $y \in \partial B_N$, $0 < r < 1$.

(See [18, Theorem 10.2.3].)

In this note we are mainly concerned with the case where $f$ is real valued and harmonic in $\mathbb{B}_N$, and we prove the validity of the relations

$$(A) \iff (B) \iff (C) \iff (A1) \iff (B1) \iff (C1)$$

under the hypothesis that the majorant is regular (Theorems 1 and 2); we do not know whether (C1) can be replaced by (C2).

Concerning condition (B1+D) ($f$ real valued), note the following: (a) (D) is satisfied by any positive harmonic function; (b) it can be shown that (A) implies (D); (c) and since (B1) implies (A), we see that (B1) implies (D). Thus it seems that considering condition (D) in the real valued context makes no sense.

In the case where $f$ is complex valued and harmonic, we can only prove that condition (A1) implies $f \in \Lambda\sqrt{\omega}(\mathbb{B}_N)$ (see Theorem 3 below and [7, Theorem 3.2]).

Finally, it may be of some interest to study the implication $(A) \implies (E)$. It is well known and easy to see that this implication holds, for arbitrary majorants, in the class of complex valued harmonic functions, and, in particular, in the class of holomorphic functions. Here we consider some nonlinear classes, such as $\{|u|^p: u \text{ real valued harmonic}\}$, $p > 1$ (see Theorem 4).

2. Statement of results

Throughout the note we use the notation

$$M(r, u) = M_\infty(r, u) = \max_{y \in \partial B_N} |u(ry)|.$$

We denote by $H(\mathbb{B}_N, \mathbb{R})$, respectively $H(\mathbb{B}_N, \mathbb{C})$, the class of all real valued, respectively complex valued, functions harmonic in $\mathbb{B}_N$. The subclass of $H(\mathbb{B}_N, \mathbb{R})$, respectively $H(\mathbb{B}_N, \mathbb{C})$, consisting of functions that are continuous on $\mathbb{B}_N = \mathbb{B}_N \cup \partial \mathbb{B}_N$ will be denoted by $H(\overline{\mathbb{B}_N}, \mathbb{R})$, respectively $H(\overline{\mathbb{B}_N}, \mathbb{C})$.

As in [5], we call a majorant $\omega$ fast if it satisfies (1). And, $\omega$ is called slow if it satisfies

$$\int_x^\infty \frac{\omega(t)}{t^2} \, dt \leq C\frac{\omega(x)}{x}, \quad x > 0.$$

Hence, $\omega$ is regular if and only if it is both fast and slow. It turns out that these notions can be described in a very simple way.
**Proposition 1.** [19, Proposition 2] A majorant $\omega$ is fast, respectively slow, if and only if

\[ \omega(\lambda t) \leq C\lambda^\alpha \omega(t) \quad (t > 0, \ 0 < \lambda < 1), \]

respectively

\[ \omega(\lambda t) \leq C\lambda^\beta \omega(t) \quad (t > 0, \ \lambda > 1). \]

Instead of (3), respectively (4), we can say “$\omega(t)/t^\alpha$ is almost increasing”, respectively “$\omega(t)/t^\beta$ is almost decreasing”.

Our first result is a direct consequence of a simple but useful observation of Dyakonov (Lemma 1) and the fact that the Poisson integral of a function of the class $\Lambda_\omega(\partial B_N)$ (slow) belongs to $\Lambda_\omega(B_N)$ (Lemma 2).

**Theorem 1.** If $\omega$ is slow, $u \in H(B_N, \mathbb{R})$ and $|u| \in \Lambda_\omega(\partial B_N)$, then $u \in \Lambda_\omega(B_N)$.

**Lemma 1.** [7, Lemma 3.1] Let $S = \partial B_N$ or $S = B_N$. If $\varphi : S \mapsto \mathbb{R}$ is a continuous function such that $|\varphi| \in \Lambda_\omega(S)$, then $\varphi \in \Lambda_\omega(S)$.

**Lemma 2.** [5, Lemma 1] If $U \in \Lambda_\omega(\partial B_N) \cap H(B_N, \mathbb{C})$, where $\omega$ is a slow majorant, then $U \in \Lambda_\omega(B_N)$.

In [5], this lemma was stated in the case of the unit ball of $\mathbb{C}^N$. For the proof see Lemma 3.2 in [12, pp. 268–269] and [4, Lemma 4].

**Theorem 2.** If $\omega$ is regular, and $u \in H(B_N, \mathbb{R})$ satisfies the condition

\[ |u(y)| - |u(ry)| \leq C\omega(1-r), \quad 0 < r < 1, \ y \in \partial B_N, \]

where $C$ is independent of $r, y$, then $u \in \Lambda_\omega(B_N)$.

As follows from Lemma 1, the implication (A1) $\implies$ (A) holds under the hypothesis that $f$ is real valued and continuous; in the case where $f$ is complex valued and continuous, and $0 < \alpha \leq 1$, Dyakonov [7] proved the validity of the implication

\[ |f| \in \Lambda^\alpha(\mathbb{D}) \text{ and } \text{Re } f \in \Lambda^\alpha(\mathbb{D}) \implies f \in \Lambda^{\alpha/2}(\mathbb{D}). \]

The conclusion $f \in \Lambda^{\alpha/2}(\mathbb{D})$ is best possible even in the class of all harmonic functions (see [7, Theorem 3.2]). We will prove that if $f$ is harmonic, then (6) remains valid if we remove the condition $\text{Re } f \in \Lambda^\alpha(\mathbb{D})$:

**Theorem 3.** Let $\omega$ be a fast majorant. If $f \in H(B_N, \mathbb{C})$ and $|f|^2 \in \Lambda_\omega(B_N)$, and in particular if $|f| \in \Lambda_\omega(B_N)$, then $f \in \Lambda_{\sqrt{\omega}}(B_N)$.
Theorem 4. Let $\omega$ be an arbitrary majorant, and let $g = |f|^p$, where $f$ and $p$ satisfy one of the following conditions:
(a) $f$ is holomorphic in $B_N$ ($N = 2$), $p > 1$;
(b) $f \in H(B_N, \mathbb{R})$, $p > 1$;
(c) $f \in H(B_N, \mathbb{C})$, $p \geq 2$.
If $g \in \Lambda_\omega(B_N)$, then there is a constant $C$ such that
\[
|\nabla g(x)| \leq C\frac{\omega(1 - |x|)}{1 - |x|}, \quad x \in B_N.
\]

Because of the formula $|\nabla f| = |f'|$ and Lemma A, we get:

Corollary 1. Let $\omega$ be a fast majorant, and let $f$ be a function holomorphic in $D$, and $p > 1$. Then $|f|^p \in \Lambda_\omega(D)$ if and only if
\[
|f(z)|^{p-1}|f'(z)| \leq C\frac{\omega(1 - |z|)}{1 - |z|}, \quad z \in D.
\]

In the case $p = 1$ this corollary is essentially equal to Dyakonov’s theorem. If $p$ is an integer, then we can apply Dyakonov’s theorem to the holomorphic function $f^p$.

In the case of real valued harmonic functions we have:

Corollary 2. Let $\omega$ be a fast majorant, and let $u$ be a real valued function harmonic in $B_N$, and $p > 1$. Then $|u|^p \in \Lambda_\omega(B_N)$ if and only if
\[
|u(x)|^{p-1}|\nabla u(x)| \leq C\frac{\omega(1 - |x|)}{1 - |x|}, \quad x \in B_N.
\]

3. PROOF OF THEOREM 2

Theorem 2 is a consequence of the following theorem and the definition of a regular majorant.

Theorem 5. Let $\omega$ be a majorant satisfying the (Dini) condition:
\[
\int_0^1 \frac{\omega(t)}{t} \, dt < \infty.
\]
If $u \in H(B_N, \mathbb{R})$ satisfies condition (5), where $C$ is independent of $r, y$, then $u \in \Lambda_\omega(B_N)$, where
\[
\omega_3(x) = \int_0^x \frac{\omega(t)}{t} \, dt + x \int_x^\infty \frac{\omega(t)}{t^2} \, dt, \quad x > 0.
\]

Before the proof some comments are in order. Let
\[
(7) \quad \omega_1(x) = \int_0^x \frac{\omega(t)}{t} \, dt = \int_0^1 \frac{\omega(xt)}{t},
\]
\[
(8) \quad \omega_2(x) = x \int_x^\infty \frac{\omega(t)}{t^2} \, dt = \int_1^\infty \frac{\omega(xt)}{t^2} \, dt.
\]
It is clear that these functions are majorants provided they are finite. The function \( \omega_1 \) is finite by hypothesis. The function \( \omega_2 \) need not be finite (e.g., take \( \omega(t) = t \)) but since the definition of \( \Lambda_\omega \) is independent of the values of \( \omega(t) \) for \( t \geq 2 \), we can put, for example, \( \omega(t) = \omega(2) \), for \( t \geq 2 \). In this way \( \omega \) remains a majorant and \( \omega_2 \) becomes finite. Thus \( \omega_3 \) is a majorant as a sum of two majorants. But the following formula is more important:

\[
\omega_3(x) = \int_0^x \frac{\omega_2(t)}{t} \, dt, \quad x > 0.
\]

For the proof of Theorem 5 we need a few lemmas. The first lemma provides a sufficient condition for a \( C^1 \)-function to be in \( \Lambda_\omega(B_N) \); for a proof see, for example, [20, Lemma 6.4.8] (the case \( \omega(t) = t^\alpha \)) and [18, Lemma 10.1.6].

**Lemma 3.** If a complex valued function \( f \) satisfies condition (E), where \( \omega \) satisfies the Dini condition, then \( f \) is in \( \Lambda_\omega_1(B_N) \), and in particular \( f \) has a continuous extension to the closed ball.

For a function \( U = U_1 + iU_2 \), we write

\[
|\nabla U| = \sqrt{|\nabla U_1|^2 + |\nabla U_2|^2}.
\]

The following fact is well known, and follows from the inequality

\[
M(s, |\nabla U|) \leq C(s - \rho)^{-1}M(\rho, U), \quad 0 < \rho < s < 1.
\]

**Lemma 4.** If \( \omega \) is an arbitrary majorant, and if \( U \in H(B_N, \mathbb{C}) \) is such that

\[
M(r, U) \leq \omega(1 - r) \frac{1}{1 - r},
\]

then

\[
M(r, |\nabla U|) \leq C \omega(1 - r) \frac{1}{(1 - r)^2},
\]

where \( C \) is independent of \( U \).

Let \( u' \) denote the radial derivative of \( u \):

\[
u'(ry) = \frac{\partial u}{\partial r}(ry).
\]

**Lemma 5.** Let \( \omega \) be an arbitrary majorant. If \( u \in H(B_N, \mathbb{C}) \) satisfies

\[
|u(\rho y) - u(ry)| \leq \omega(1 - r), \quad 0 < \rho < 1, \quad |y| = 1,
\]

then

\[
|u'(ry)| \leq C \omega(1 - r) \frac{1}{1 - r}, \quad 1/2 < r < 1, \quad |y| = 1,
\]

where \( C \) is independent of \( u \).
Proof. We can assume that \( u \) is harmonic in a neighborhood of the closed unit ball. Then, in the general case, we apply the result to the functions \( x \mapsto u(\lambda x), 0 < \lambda < 1 \). Let

\[
A = \sup_{1/2 < r < 1} \frac{1 - r}{\omega(1 - r)} M(r, u'),
\]

where

\[
M(r, u') = \sup_{y \in \partial B_N} |u'(ry)|.
\]

We start from the (Taylor) formula

\[
u(\rho y) - u(ry) = u'(ry)(\rho - r) + \int_r^\rho (\rho - t)u''(ty) \, dt.
\]

Hence

\[
M(r, u')(\rho - r) \leq \omega(1 - r) + \int_r^\rho (\rho - t)M(t, u'') \, dt.
\]

The function \( r^2u'' \) is harmonic, whence \( r^2M(r, u'') \) increases with \( r \), so we have

\[
M(r, u')(\rho - r) \leq \omega(1 - r) + 4\rho^2 \int_r^\rho (\rho - t)M(\rho, u'') \, dt, \quad \rho > r > 1/2,
\]

whence

\[
M(r, u')(\rho - r) \leq \omega(1 - r) + 2(\rho - r)^2M(\rho, u''), \quad \rho > r > 1/2.
\]

On the other hand, an application of (10) to the harmonic function \( U(ry) = ru'(ry) \) gives

\[
M(\rho, u'') \leq K(s - \rho)^{-1}M(s, u'), \quad s > \rho > 1/2,
\]

where \( K \) is a constant. Then, putting \( \rho = r + \delta \) and \( s = \rho + \varepsilon \), we get

\[
M(r, u') \leq \frac{\omega(1 - r)}{\delta} + 2K\frac{\delta}{\varepsilon} M(r + \delta + \varepsilon, u')
\]

\[
\leq \frac{\omega(1 - r)}{\delta} + 2K\frac{\delta}{\varepsilon} A\frac{\omega(1 - r - \delta - \varepsilon)}{1 - r - \delta - \varepsilon}.
\]

Take

\[
\delta = a(1 - r), \quad \varepsilon = b(1 - r), \quad \text{where } a > 0, b > 0, a + b < 1,
\]

to get

\[
M(r, u') \leq \frac{\omega(1 - r)}{a(1 - r)} + 2K\frac{a}{b} A\frac{\omega(1 - r)}{(1 - a - b)(1 - r)}.
\]

Hence, by (3),

\[
M(r, u') \leq \frac{\omega(1 - r)}{a(1 - r)} + 2K(\frac{a}{b})C(1 - a - b)^{-1} A\frac{\omega(1 - r)}{1 - r}.
\]
Now we choose $a$ and $b$ so that
\[ 2K(a/b)C(1 - a - b)^{-1} < 1/2. \]

It follows that
\[ \frac{1 - r}{\omega(1 - r)} M(r, u') \leq \frac{1}{a} + A/2, \quad r > 1/2. \]
Hence, taking supremum on the left side, we get
\[ A \leq \frac{1}{a} + A/2, \]
and finally $A \leq 2/a$, which was to be proved. \hfill \Box

It is a familiar fact that the radial derivative controls the gradient (see, e.g., [21]); we state it in the following form:

**Lemma 6.** If $\omega$ is a majorant, and
\[ |u'(ry)| \leq \frac{\omega(1 - r)}{1 - r}, \quad 1/2 < r < 1, \quad |y| = 1, \tag{11} \]
where $u \in H(\mathbb{B}_N, \mathbb{C})$, then
\[ |
abla u(ry)| \leq C \omega_2(1 - r)^2, \quad 0 < r < 1, \quad |y| = 1, \tag{12} \]
where $\omega_2$ is defined by (8).

**Proof.** We can suppose that $u$ is real valued. Consider the (harmonic) functions
\[ Ru(ry) = ru'(ry) = \sum_{i=1}^N x_i D_i u(x), \quad x = ry, \quad |y| = 1, \]
\[ T_{ij} u(x) = x_j D_i u(x) - x_i D_j u(x), \quad x = (x_1, \ldots, x_N) \in \mathbb{B}_N, \]
where $D_i u = \frac{\partial u}{\partial x_i}$. It follows from (11) and the maximum principle that
\[ M(r, Ru) \leq \frac{\omega(1 - r)}{1 - r}, \quad 0 < r < 1. \tag{13} \]
From this, by Lemma 4, we get
\[ M(r, T_{ij} Ru) \leq Cr \omega(1 - r) \frac{1}{(1 - r)^2}, \]
which can be written as
\[ M(r, RT_{ij} u) \leq Cr \omega(1 - r) \frac{1}{(1 - r)^2}, \]
because $RT_{ij} = T_{ij} R$. Hence
\[ M(r, (T_{ij} u)'') \leq C \omega(1 - r) \frac{1}{(1 - r)^2}, \]
and hence, by integration,
\[
M(r, T_{ij}u) \leq C \int_{1-r}^{1} \frac{\omega(t)}{t^2} \, dt
\leq C \frac{\omega_2(1-r)}{1-r}.
\]
(14)

Now we use the identity
\[
(Ru)^2 + \frac{1}{2} \sum_{i,j=1}^{N} (T_{ij}u)^2 = |x|^2 |\nabla u|^2
\]
to deduce from (13) and (14) that
\[
M(r, |\nabla u|) \leq C_1 \frac{\omega_2(1-r)}{1-r}, \quad 1/2 < r < 1.
\]
Finally, applying the maximum principle to the subharmonic function $|\nabla u|$, we get the desired result. □

The following lemma is similar to Lemma 3.1 of [7] (Lemma 1 above).

**Lemma 7.** If a real valued continuous function $u$ on $\mathbb{B}_N$ satisfies (5), then
\[
|u(\rho y) - u(ry)| \leq 4C\omega(1-r), \quad 0 < r < \rho < 1.
\]
(15)

**Proof.** Let $y \in \partial \mathbb{B}_N$. Assume that $u(\rho y)u(ry) \geq 0$. Then
\[
|u(\rho y) - u(ry)| = |u(\rho y)| - |u(ry)|
\leq |u(ry)| - |u(y)| + |u(\rho y)| - |u(y)|
\leq C\omega(1-\rho) + C\omega(1-r),
\]
which implies (15).

If $u(\rho y)u(ry) < 0$, then there exists $r_0 \in (r, \rho)$ such that $u(r_0 y) = 0$. It follows that
\[
|u(\rho y) - u(ry)| = |u(\rho y)| + |u(ry)|
\leq |u(\rho y)| - |u(y)| + |u(y)| - |u(r_0 y)|
\leq C\omega(1-\rho) + C\omega(1-r_0) + C\omega(1-r) + C\omega(1-r_0)
\leq 4C\omega(1-r),
\]
which completes the proof. □

**Proof of Theorem 5.** It follows from the hypothesis and Lemma 7 that $u$ satisfies (15). Then, by Lemmas 5 and 6, $u$ satisfies (12). Hence $u \in \Lambda_{\omega_3}(\mathbb{B}_N)$, by Lemma 3 (with the obvious change of notation) and formula (9). This completes the proof. □
4. Proof of Theorem 3

This time we use Green’s formula in the form
\[
\int_{\partial B_N} \frac{1 - |x|^2}{|x - y|^N} \{U(y) - U(x)\} \, d\sigma(y) = \gamma_N \int_{B_N} G_N(x, w) \Delta U(w) \, d\nu(w),
\]
where \( U \in C^2(\mathbb{B}_N) \cap C(\mathbb{B}_N) \), \( d\nu \) is the normalized Lebesgue measure on \( \mathbb{B}_N \), \( \gamma_N \) a certain constant, and
\[
G_N(x, w) = \begin{cases} 
\log \frac{1}{|x - w|}, & N = 2 \quad \text{(complex notation)}, \\
|x - w|^{2-N} - (1 + |x|^2|w|^2 - 2 \langle x, w \rangle)^{1-N/2}, & N \geq 3,
\end{cases}
\]
where \( \langle \cdot, \cdot \rangle \) denotes the inner product in \( \mathbb{R}^N \); see, for example, [1, p. 11].

Lemma 8. If \( f \in H(\mathbb{B}_N, \mathbb{C}) \), then
\[
|\nabla f(0)|^2 \leq A_N \sup_{w \in \mathbb{B}_N} \{|f(w)|^2 - |f(0)|^2\},
\]
where \( A_N \) is a constant depending only on \( N \).

Proof. Assume, as we may, that \( U \in H(\mathbb{B}_N, \mathbb{C}) \). Taking \( U = |f|^2 \) and using the formula \( \Delta(|f|^2) = 2|\nabla f|^2 \), we get from Green’s formula
\[
\int_{\partial B_N} \{|f(y)|^2 - |f(0)|^2\} \, d\sigma(y) = 2\gamma_N \int_{B_N} G_N(0, w)|\nabla f(w)|^2 \, d\nu(w).
\]
Hence, using the formulas
\[
\int_{B_N} F \, d\nu = N \int_0^1 r^{N-1} \, dr \int_{\partial B_N} F(r y) \, d\sigma(y)
\]
(integration in polar coordinates) and
\[
|\nabla f(0)|^2 \leq \int_{\partial B_N} |\nabla f(ry)|^2 \, d\sigma(y)
\]
(subharmonicity of \(|\nabla f|^2\)), we get
\[
|\nabla f(0)|^2 \leq A_N \int_{\partial B_N} \{|f(y)|^2 - |f(0)|^2\} \, d\sigma(y).
\]
The result follows.

Proof of Theorem 3. Applying Lemma 8 to the function \( g(w) = f(x + (1 - |x|)w) \), we get
\[
|\nabla f(x)|^2 (1 - |x|)^2 \leq A_N \sup \{|f(w)|^2 - |f(x)|^2 : |w - x| \leq 1 - |x|\}.
\]
From this and the hypothesis \(|f|^2 \in \Lambda_\omega(\mathbb{B}_N)\) it follows that
\[
|\nabla f(x)| \leq C \frac{\sqrt{\omega(1 - |x|)}}{1 - |x|}.
\]
It remains to apply Lemma A.

5. Proof of Theorem 4

Case (a). We use the inequality

\[ |f'(z)| \leq \frac{2}{\varepsilon} \left( \sup_{|w-z|<\varepsilon} |f(w)| - |f(z)| \right), \quad \text{where } \varepsilon = 1 - |z|, \]

a consequence of Schwarz’s lemma (see [17]). Multiplying this by \(|f(z)|^{p-1}|f'(z)|\), and using the inequality

\[ |f(z)| \leq \sup_{|w-z|<\varepsilon} |f(w)|, \]

we get

\[ |f(z)|^{p-1}|f'(z)| \leq \frac{2}{\varepsilon} \left( \sup_{|w-z|<\varepsilon} |f(w)||f(z)|^{p-1} - |f(z)|^p \right) \]

\[ \leq \frac{2}{\varepsilon} \left( \sup_{|w-z|<\varepsilon} |f(w)|^p - |f(z)|^p \right). \]

The result follows.

Case (b). In this case we start from the inequality

\[ |\nabla f(x)| \leq \frac{N}{\varepsilon} \left( \sup_{|w-x|<\varepsilon} |f(w)| - |f(x)| \right), \quad \text{where } \varepsilon = 1 - |x|. \]

and then proceed in the same way as in the case (a). By translation and dilation, the proof of (18) reduces to the case \(x = 0\) and \(|f| \leq 1\) in \(B_N\). Then we consider the positive harmonic functions \(u_1 = 1 + f\) and \(u_2 = 1 - f\). By Harnack’s inequality, we have

\[ |\nabla u_j(0)| \leq Nu_j(0), \]

which gives (18)(\(x = 0\)) and concludes the case (b).

Case (c). This case seems to be more subtle. We use the following fact (see [16, Theorem 2] or [18, Theorem 9.3.9]).

Theorem B. Let \(F\) be a \(C^2\)-function on \(B_N\) satisfying the following condition:

\[ |\Delta F(x)| \leq \frac{K}{\varepsilon^2} \sup_{|w-x|<\varepsilon} |F(w) - F(x)|, \quad \text{whenever } 0 < \varepsilon \leq 1 - |x|, \]

where \(K\) is a constant. Then there is a constant \(C = C_{K,N}\) such that

\[ |\nabla F(x)| \leq \frac{C}{\varepsilon} \sup_{|w-x|<\varepsilon} |F(w) - F(x)|, \quad \text{whenever } 0 < \varepsilon \leq 1 - |x|. \]
Therefore we only have to verify that the function $F = |f|^p$, $p > 2$, satisfies (19). As usual, it suffices to consider the case where $x = 0$ and $\varepsilon = 1$.

Using the formula
\[
\Delta(\varphi^\alpha) = \alpha(\alpha - 1)\varphi^{\alpha-2}|\nabla \varphi|^2 + \alpha \varphi^{\alpha-1} \Delta \varphi,
\]
with $\varphi = |f|^2$, $\alpha = p/2$, we get
\[
\Delta(|f|^p) = \frac{p(p - 2)}{4} |f|^{p-4} |\nabla (|f|^2)|^2 + p|f|^{p-2} |\nabla f|^2.
\]
(Here we have used the formula $\Delta |f|^2 = 2 |\nabla f|^2$.) Now, if $f = u + iv$, then
\[
|\nabla (|f|^2)|^2 = 4u^2 \nabla u + v^2 |\nabla^2 + |\nabla|^2
\]
\[
= 4|f|^2 |\nabla f|^2.
\]

Combining these relations we get
\[
0 \leq \Delta(|f|^p) \leq p(p - 1)|f|^{p-2} |\nabla f|^2 \quad (p \geq 2).
\]

On the other hand, multiplying (16) by $|f(0)|^{p-2}$ we get
\[
|\nabla f(0)|^p \leq A_N \sup_{w \in \mathbb{B}_N} \{|f(w)|^p - |f(0)|^p\}.
\]
(21)

It follows that the function $F = |f|^p$ satisfies (19) with $K = p(p - 1)A_N$, which was to be proved.

\[\Box\]

6. Remarks

Remark 1. The implication $|f|^2 \in \Lambda_\omega(\mathbb{B}_N) \implies |f| \in \Lambda^{\sqrt{\omega}}(\mathbb{B}_N)$, where $f \in H(\mathbb{B}_N, \mathbb{C})$, can be extended to
\[
|f|^p \in \Lambda_\omega(\mathbb{B}_N) \implies f \in \Lambda_\omega^{1/p}(\mathbb{B}_N),
\]
where $p \geq 2$. To prove this we use (16) to get
\[
|\nabla f(0)|^p \leq A_N^{p/2} \sup_{w \in \mathbb{B}_N} \{|f(w)|^p - |f(0)|^p\},
\]
and then proceed as above. Similarly, using inequalities (17) and (18), we can prove the following:

If $f$ is holomorphic in $\mathbb{D}$ or real valued and harmonic in $\mathbb{B}_N$, and if $p > 1$, then there holds the implication
\[
|f|^p \in \Lambda_\omega \implies f \in \Lambda_\omega^{1/p}.
\]

Remark 2. It is proved in [19, Theorem 3] that if $F$ satisfies (20), then
\[
|\nabla F(0)|^q \leq C_{q,N} \int_{\mathbb{B}_N} |\nabla F|^q \, d\nu, \quad 0 < q < \infty.
\]
This applies to the case $F = |u|^s$, $s \geq 1$, $u \in H(\mathbb{B}_N, \mathbb{R})$. It turns out that
\[(|u(0)|^{s-1} |\nabla u(0)|)^q \leq C \int_{B_N} (|u|^{s-1} |\nabla u|)^q \, d\nu\]

which can be rewritten as

\[(22) \quad |u(0)|^p |\nabla u(0)|^q \leq C \int_{B_N} |u|^p |\nabla u|^q \, d\nu, \quad \text{where } p, q \geq 0.\]

In the case \(q = 0\) this inequality is a consequence of a result of Hardy and Littlewood [10, Theorem 5] (see [8, 11], where this fact was observed and proved). It is of fundamental importance, e.g., in proving Fefferman and Stein’s theorem that the nontangential maximal function is dominated by the radial maximal function (see [8] and [9]).
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