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SUMMARY: The method of variation of parameters still has a great interest
and wide applications in mathematics, physics and astrodynamics. In this paper,
universal functions (the Y’s functions) based on Goodyear’s time transformation
formula were used to establish a variation of parameters method which is useful in
slightly perturbed two-body initial value problem. Moreover due to its universality,
the method avoids the switching among different conic orbits which are commonly
occurring in space missions. The position and velocity vectors are written in terms
of f and g series. The method is developed analytically and computationally. For
the analytical developments, exact literal formulations for the differential system
of variation of the epoch state vector are established. Symbolical series solution
of the universal Kepler’s equation was also established, and the literal analytical
expressions of the coefficients of the series are listed in Horner form for efficient
and stable evaluation. For computational developments of the method, an efficient
algorithm was given using continued fraction theory. Finally, a short note on the

method of solution was given just for the reader guidance.
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1. INTRODUCTION

Variation of parameters method is well-known
in the theory of differential equations. It is applied in
celestial mechanics to a system of differential equa-
tions of the sixth order. Euler (1748) was the first to
use the method in studying the mutual perturbations
of Jupiter and Saturn. Lagrange (1808) developed
the work of Euler and performed a series of papers

that posed the method of variation parameters in
its final form. The main results of Lagrange’s study
was the system of planetary equations of orbital el-
ements. In celestial mechanics, Lagrange extended
the method of variation of parameters to the situa-
tion with velocity-dependent forces. (such treatment
can be found, for example, in Brouwer and Clemence
1961, Efroimsky and Goldriech 2003). Efroimsky
and Goldriech (2004) and Efroimsky (2005) imple-
mented the variation of parameters method in terms

33



M. A. SHARAF et al.

of the orbital elements defined in an accelerated
frame.

For trajectories using low-level thrust, a simu-
lation using variation of parameters is generally quite
efficient. One well-known method is that described in
(Bate et al. 1971), which uses Battin’s universal vari-
ables and employs variation of the epoch state vec-
tor to describe the motion. It could be argued that
the method of variation of parameters still an effec-
tive tool for solving differential equations, is highly
popular among physicists, mathematicians and as-
tronomers (Arakida and Fukushima 2001, Newman
and Efroimsky 2003). Recently (Sharaf and Saad
2014, hereafter Paper I), a new set of universal func-
tions; based on Goodyear’s time transformation for-
mula was developed analytically and computation-
ally for a two body-initial value problem. These Y’s
functions are used here to develop a variation of pa-
rameters method which is useful in a slightly per-
turbed two-body initial value problem. Moreover,
due to its universality, the method avoids the switch-
ing among the different conic orbits which are com-
monly occurring in space missions.

In the present approach, the position and ve-
locity vectors are written in terms of f and g se-
ries. Lagrange coefficients are therefore expressed in
terms of the Y’s universal functions. The advantage
of these functions is that they are convergent for val-
ues of the universal variable x. Using the Lagrange
coefficients to represent 7 and ¥, we can write the
universal form of Kepler’s equation. In the variation
of parameter method we write the solution using 7
and v as the basis vectors and determine what values
would be 79 and vge. Performing some transforma-
tion rules as shown in Subsection 3.1, a new universal
Kepler’s equation is formulated. In the variation of
parameters method 7 replaces 7) and is treated as

a constant and we get two equations for 79 and vg.
The last two equations could be integrated simul-
taneously with the first equation in Subsection 4.1.
Given x and « at a certain time ¢, the universal Y’s
functions could be evaluated by the algorithm given
in Subsection 5.1.1.

The paper is organized as follows. In the next
section, we review the universal Y’s functions and
their relation to the elementary functions in the two-
body initial value problem. In Section 3, variation
of the epoch state vector and transformation rules
are discussed. Section 4 is devoted for the imple-
mentation of the variation of parameters problem.
In Section 5, an efficient algorithm based on a con-
tinued fraction is established for the computational
developments of the present method and evaluation
of Y’s functions. A symbolic series solution of the
universal Kepler’s equation is given in Section 6. Fi-
nally, we show, as a summary, the conclusions of this
research.

2. The UNIVERSAL Y’S FUNCTIONS
AND THE TWO- BODY
INITIAL VALUE PROBLEM

Goodyear’s time transformation formula
(Goodyear 1965) is given by:
dt
=0 (1)
34 dx

where x is to be considered as a new independent
variable - kind of generalized anomaly. In what fol-
lows, we develop some basic relations of these func-
tion due their rule in the analysis. The universal
Y, (x; @) functions are defined by:

o e (opx?)*
Yo (x; @) = (xv/1) g(*l)km, (2)

clearly

Yn(X;()) = Ta (3)

Oxv/m)"
I

« is just the inverse of the semi-major axis a given
as:

a=-=-—-— (4)

and p is the gravitational parameter. Eq. (4) is valid
whatever the shape of the orbit is, namely, parabolic,
elliptic or hyperbolic. Other useful properties of the
Y’s functions result directly from Eq. (2):

dyY,

e VIYn—13n >0, (5)
dYo
— = — Y;. 6
i /Y (6)

In the initial value problem of a two-body system, the
position and velocity vectors 7 and ¢ can be written
in terms of the Lagrange coefficients f and g, and
the basis vectors 7y and vp:

7= fro + gvo, (7)

U= frB + gy, (8)

where 7 and vy are the initial position and velocity
vectors, respectively. In terms of the Y’s universal
functions, the Lagrange coefficients are:

f=1- %m;a), 9)
j= ‘%WW)’ (10)
_ "o

o0
g Yi(x;a) + —Ya(x; ), 11
ul( ) uz( ) (11)

Vi

) 1
g=1- ;Y2(X§04)7

where:
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and 70” subscripts indicate evaluation at the epoch
time ¢ = ¢y (the exception is Yy where subscript indi-
cates the order of the universal function). Hereafter

(A, B) will be used to denote the inner product of two

vectors A and B. Using the Lagrange coefficients to
represent 7 and v, we can write:

Vo = ooYo(x; o) + (1 —roa)/pY1(x; «).

The universal form of Kepler’s time equation be-
comes:

(14)

00
A = plt—to) =roYi(x; ) + —=Ya(x; )
VE 7
+Y3( a)- (15)
Finally, an important relation for y is:
ux = pa(t —to) + o/ — oo. (16)

3. VARIATION OF THE
EPOCH STATE VECTOR

3.1. Transformation Rules

In the variation of parameters method (Bur-
ton and Melton 1992), we write the solution using
and 7 as basis vectors and then determine 7y and 0.
For the two-body system, to reach 7 and v at some
particular time, we write:

ro = F7+ G7, (17)

vy = F'r+ G, (18)
and perform the transformations rules: y — —x,
r — r9, 0 — 0g, in the original f and g terms, and
A — —A = /u(t — to). The explanation of these
transformation rules is due to the facts that move-
ment from 7 to 7) is equivalent to change x to —x
and /u(t—to) to \/uu(to—t). It should be noted that
Yo (—x; @) = (=1)"Y,(x; ), so the first Lagrange co-
efficients become:

Fo1- %Yz(x;a), (19)
G= \_/—;Yﬂx;a) + %Yg(x;a), (20)

while Eq. (14) and the universal Kepler’s Eq. (15)
are transformed, respectively, to:

Vi = oYo(xia) — (1—ra)yaYi(xia), (1)

A = \//I(t—to)erl(x;a)—%Yé(X;a)

+Y3(x; @). (22)

Finally, Eq. (16) is transformed to:

ux = pa(t —to) — oo\/1t + 0. (23)

Y,, are now functions of two variables xy and «, Egs.
(5) and (6) are therefore transformed to:

aYn<_X; Oé) _ .
oy~ Vi), (24)
then:
naYn(X7 Oé) _ n— :
V" =55 = ~VACD Yaoi(xa), (25)
Wna(fa) = ViYn1(x; 0), (26)
C’W%a) = —ay/EYi(x: @), (27)
respectively.

3.2. Perturbed Motion

Having obtained the transformed equations,
we have to consider the situation when a pertur-
bation is introduced; In this case, we have to note
that: (i) « is no longer constant, and so F' and G
must be computed by direct differentiation of F' and
G, taking into account the perturbation. (ii) The
Lagrange coefficients are varying from the two-body
form. Therefore, the perturbation causes no instan-
taneous changes in 7 and the acceleration ¢ results
only from the perturbing forces and does not include
changes due to the two-body reference motion.

4. IMPLEMENTATION OF VARIATION
OF PARAMETERS PROBLEM

Since in the variation of parameters problem
7 replaces 7y and is treated constant (Battin 1964,
Bate et al. 1971), consequently:

o = FF+ GU + G, (28)

o = FF+ Go + Go. (29)

These equations are equivalent to the equations Eq.
(6.26) in the book by Battin (1964).

35



M. A. SHARAF et al.

4.1. Basic Evaluations

In order to evaluate the functions involved in
Egs. (28)-(29), some basic evaluations are needed
first.
According to the notes mentioned in Subsection 3.2,

we get from Egs. (4), (13) and (23) that:

do 2 L7
- —;@»U% (30)
do 1 -
— = —(r, 1 31
=, (31)
dX 1 T dt
@ - (t tO) + 3/2< ’U>%a (32)
dx 1,
E—O&‘i’m@",'[». (33)
From Eq. (2) we can write:
oY, Fopx?)
L n+2
Ow Z (n + 2k + 1)!
g )2
U U =0vim kzo *lapx®)® -
n 1
. — 34
{(n+2k—|—2)! (n+2k:+1)!}’ (34)
that is:
Y, 1
80? = 5 Y42 = xv/¥nia], (35)
A, (Wydyda  OVyda) o
dt — \ Ox Oa dt Oa dt )~
Using Eq. (26), and Eqgs. (30)-(35) into the above

equation we deduce that:

dy, - Lo
WZQ (V,0) + Q3 (7, v), (37)
where
72( tftO n—1 — X\/>Yn+1
T= —|—%nYn+2) n>1, (38)
T(t—to a+2x)Y1,n—O
1
Yn 17n>1
a-{Hzl

Egs. (30)-(35) and (37)-(39) are what we required to
set up for the present subsection.
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4.2. Evaluation of F, G, F' and G

Differentiating Eqs. (19), (20) with respect to
t, and then using Egs. (33)-(35) we get:

4 4
> CYisG =) PiYy,
k=1 k=0

6 5
F = ZTkYk; G = ZWkYk;
k=0 k=0

(40)

where Cy, Py, T, and W}, are given in Appendix.

5. EVALUATION OF THE
Y’S FUNCTIONS

5.1. Gautschi’s Algorithm for Continued
Fraction Evaluation

In fact, continued fraction expansions are gen-
erally far more efficient tools for evaluating the clas-
sical functions than the more familiar infinite power
series. Their convergence is typically faster and more
extensive than in series. Due to the importance of
accurate evaluations and the efficiency of continued
fractions, we purpose to use them as the computa-
tional tools for evaluating the Y’s functions. There
are several methods available for evaluation is con-
tinued fraction. Traditionally, the fraction is either
computed from the bottom up, or the numerator and
denominator of the n*" convergent were accumulated
separately with three-term recurrence formulae. The
drawback of the first method is that obviously one
has to decide how far down the fraction he goes to
ensure convergence (i.e. before starting computa-
tions, we have to determine the number of iterations
to ensure convergence). The drawback of the sec-
ond method is that the numerator and denominator
rapidly overflow numerically even though their ra-
tio tends to a well defined limit. Thus, it is clear
that an algorithm that works from top down, while
avoiding numerical difficulties, would be ideal from a
programming standpoint. Gautschi (1967) proposed
a very concise algorithm to evaluate continued frac-
tion from the top down and may be summarized as
follows. If the continued fraction is written as:

N; N N
- D71D22+ ng...’ (1)
then initialize the following parameters
Ay =1, By = N,/Dy, Q) = Ny /D, (42)
and iterate (k = 1,2, ...) according to:
DDy
Bit1 = (Ak — 1)Bg, Qg1 = Qk + Bp1. - (44)

In the limit, the € sequence converges to the value
of the continued fraction.
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5.1.1 Continued Fraction Algorithm for
Evaluating Y;(x;a); j=0,1,...,6

We shall consider evaluations of functions
Y;(x;a); j = 0,1,...,6, because these are the only
functions that appear in the analysis (see Subsection
4.2). Battin(1999) succeeded to express his univer-
sal U’s functions as continued fractions. We follow
his methodology and developed the continued frac-
tions representations of the Y’s universal functions.
Moreover we established the following algorithm for
implementations of these representations on digital
computers.

Computational Algorithm
Input:a, pu, x

Output: Y;(x;a); 7=0,1,2,...,6
Computational Sequences

1— Compute a’s from:

2
QX . 1

4(452 - 1)’
2— Compute u from the continued fraction:

ap a1 az
=———.. 46
R (46)

by using Gautschi’s algorithm of Subjection 5.1

3— A=1+4ap?, (47)
4— Yo(x;a) = (1 —au?)/A, (48)
5- Yi(x;a) =2u/A, (49)
6— Y2(x;a) =uYi(x;0), (50)
7— q=au’/A. (51)
8— Compute 7;; j = 1,2, ... from:
10 = 306 a), (52

Tn = B n(n — 3) 1 ove
@n+1)@2n+3) 7"

9— Compute Y3(2yx; ) from the continued fraction:

7Y M1 72

I+ 14 T
by using Gautschi’s algorithm of Subsection 5.1

Y3(2x; @) (54)

10— Y3(x; ) = %Y3(2x;a)*Y1(x;a)Y2(X;OA)7 (55)

11— Yi(xsa) = %Ys(x;a){\/ﬁx+Y1(x;a)}
~SVE0sa). (56)

12— Compute §;;5 =0,1,2, ... from
16

fo =~ ¥ (), (57)
b = =13 inﬁ?(s_ +5)4n)q’ (59)

13— Compute B from the continued fraction
B— %%%... (60)

by using Gautschi’s algorithm of Subjection 5.1

14— Y5(2x;a) = % {YV2(x; ) Ys(x: ) + Y7 (x; @)-
Ya(x; @) + xv/iYs (x; @) }

8
+§x\qu4(x; a)+ B, (61)

1
15— Ys(x;a) = 51%(2x;a)—X\/ﬁY4(x;a)

=Y (x; ) Ys(x; ) (62)

16 — Ys(x;a) = % (Y3 (s ) = Ya(x; @) Ya(x; @)

1

_Z“X3Y4(X; @) + /uxYs(x; a). (63)

17— End

6. SYMBOLIC SOLUTION OF THE
UNIVERSAL KEPLER’S EQUATION

In what follows we shall established symbolic
solution of the universal Kepler’s equation for two
general epochs t; and t;, so Kepler’s equation be-
comes:

Os
\//j(té - ts) = Tsyl (XE,5§ as) + ﬁyé(X[,s; as)
+Y3(Xe,55 ), (64)
where
\/ﬁ(tf - tS) = AZ,S' (65)
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Reversing series (64) leads to a solution for x, s as:

N
Xes = LrAf,,

k=1

(66)

where the infinite series is truncated to N terms.
The polynomial was arranged in the Horner form.
This is useful for an efficient and stable numerical
evaluation. Assume that x™ can be calculated us-

ing only log, n multiplications for integer n (Knuth
1981). For a polynomial of degree n the Horner
form requires m multiplications and n additions.
The expanded form, however, requires Z?:l logy i =
log, I'(n 4 1) multiplications, which is already more
than twice as expensive as for a polynomial of de-
gree 10. Thus, one advantage of the Horner form
is that the work involved in exponentiation is dis-
tributed across addition and multiplication which re-
sults in savings of some basic arithmetic operations.
Another advantage is that the Horner form is more
stable in numerical evaluations when compared with
the expanded form. The reason for this is that each
sum and product involves quantities which vary on
a more evenly distributed scale. Because of space
limitations, only the first nine coefficients are listed
in Table I of Appendix A (Paper I).

7. OUTLINE OF METHOD
OF SOLUTION

At the end it is worth to mention just the out-
line of the method of solution. Egs. (28)-(29) could
be integrated simultaneously with Eq. (30). The
position and velocity vectors 7 and ¥ are evaluated
from the original Lagrange coefficients Eqs. (17)-
(18). The universal variable x at a given time, can
be obtained from Eq. (15), either by numerical itera-
tion, or via analytic series as in Section 6. Although
the latter method is frequently used to obtain the
first approximation (Sharaf and Sharaf 1998) for nu-
merical iteration, it could be used to get a highly
accurate value of x by returning ts to the formula-
tion and periodically resetting the epoch during the
integration (Burton and Melton 1992). This would
allow A to remain small and the series representa-
tion of Eq. (64) with the nine coefficients of Ap-
pendix A (Paper I) are more than sufficient to get
quite accurate values of y. With the values of x and
« at a given time, the universal Y function could
be evaluated by the continued fractions algorithm of
Subsection 5.1.1. Full numerical applications of the
formulations of the present paper will constitute a
task to which we shall consider in a separate paper.

In concluding the present paper, a variation
of parameters method is established analytically and
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computationally. For analytical developments, exact
formulations for the differential system of variation
of the epoch state vector are established. A symbol-
ical series solution of the universal Kepler’s equation
was also established, and analytical expressions for
the coefficients of the series are listed in the Horner
form for an efficient and stable evaluation. For com-
putational developments of the method, an efficient
algorithm using continued fraction theory was given.
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Appendix A: THE FORMULATIONS OF
Ck, Pr, T, AND W), OF EQUATIONS (40)
c, = %(m(ﬁ, 7) — (7, 0)),Cy = 0,

Py = —5(2A(5,0) — (7.7)),

ﬁ (ﬁ(%(m —1)o (@, #)+

(o — 27 — 2A0)(F, 7)) +

(2052 — (7, 5) + 2r A((@,5) + 7)),
W, = % (u(2raA(2A — 1) i+

r (4A — Dpux — 20(20A + /px))(T, )+
p(=(1 +ra)(—1+2A - 1)\/p+ 200 — rpx)
<7?a 17> + 0—(<Fv 17> - 2(:“‘5/2+
+A(@H + 1))

{T,0) + ox (7, 1) — rx((T,7) + 7)),

3 Lo
WSZ_W(T—FUX)CU’T}')- (70)
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YK 521.3
Opuzunasiy Hay¥HL pao

Meton Bapujamuje mapaMmerapa 4 Aajbe
je akTyelaH M KOPHUCTU Ce€ Yy MHOTUM oObJjac-
TUMa MaTeMaTUKe, (PU3UKe U acCTPOIUHAMUKE. Y
oBOM pany kopumhene cy yHuBep3aaHe (T3B.
Y) ¢yuruuje koje ce 3acHuBajy Ha ['yajepoBoj
dopmysnu 3a TpaHchopMaNUjy BpEeMEHa KaKO Ou
Oe(UHICAJIM METOJ Bapujaluje mapaMerapa Ko-
pucTaH KoI mpobjeMa MOYEeTHUX yCJIOBa y 0Jaro
nopemehernom cucremy npBa Tena. 300r caoje
YHUBEP3aJIHOCTH, METOJ HE 3aXTeBa IIpPejacKe Ha
pa3IuuUTe TUIOBEe OpOUTa, Tj. KOHYCHE Ipeceke,
IO KOJUX YECTO HOJAa3U KOJ CBEMUPCKUX MUCH]jA.
BexkTopu monoskaja m Op3uHe HATMCAHU CY Y OO-

40

auky f m g pemoBa. Meton je pa3BujeH aHAIU-
TUYKA ¥ PAUYHCKA. Y aHAJUTUYKOM U3BODEmy
noOujeHa je TauyHa (GOpPMyJIaluja CUCTEMa BapU-
jAIIMOHUX jeMHAUYMHA BEKTOPa CTama 3a onpeheny
enoxy. Jlobujeno je m pememe ommre Kennepose
jemHaymHe y OOJMKY CHUMOOJIWYKOT pena, Kao
U aHAJWUTUYKM U3Pa3u 3a KOe(PUIMjeHTe pena y
XopHEpOBOM OOJIMKY, 3a €(PUKACHO M CTaOUIHO
u3padyHaBame. 3a norpebe pauyHCKOT pa3Boja
MeTona, AT je epuracaH ajaropuraMm y3 moMmoh
Teopuje BepWKHUX pasziomMaka. Ha kpajy, mat je
1 KpaTak OCBPT Ha METOJ PEIIeHa, KA0 CMEPHUILA
3aMHTEPECOBAHOM YUTAOILY.



