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SUMMARY: The equivalent width and central depth data of Mn 539.4 nm solar
spectral line, observed in the period from 1979 to 1992 at Kitt Peak Observatory, was
analyzed in pursuit for periodic changes. As the observations are highly unevenly
sampled, test if the periods really exist in the observed data was needed. Two
different methods for spectral analysis were applied to synthesized data sampled in
the same way as observations. Comparation of these results with results obtained
from the observed data showed that the parameters display at least three periodic
changes with the periods of: 11-years, quasi-biannual and 27-days.
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1. INTRODUCTION

Solar activity covers a range of phenomena at
time scales ranging from seconds and minutes (so-
lar flares and solar mass ejections), through months
(evolution of active regions), to the 11 years activity
cycle. Temporal changes at different levels of so-
lar atmosphere are reflected well in changes of corre-
sponding activity indices. Establishing the existence
of real periods in solar observational data and relat-
ing them to real physical phenomena has been stud-
ied for a long time, but still many periods remain
unexplained.

One of the unexplained phenomena is the vari-
ability of the parameters of the Mn I 539.4 nm spec-
tral line with solar activity which is recognized on
the basis of full-disk observations at Kitt Peak Ob-
servatory (Livingston and Wallace 1987). Changes
of 1.12% and 1.05% are found in equivalent width
and central depth of the line respectively (Vince and
Erkapic 1998). Based on observations of the line per-

formed at Astronomical Observatory in Belgrade rel-
ative variations of 1.4% and 2.3% of the same param-
eters with the solar activity were obtained (Danilovic
and Vince 2004). In this study, we search for periodic
changes of these parameters at different time ranges.
This will enable us to understand what kinds of pro-
cesses are involved and what is their contribution in
change of the line parameters.

For this purpose, taking into account time
sampling of observations, we have chosen two meth-
ods for spectral analysis that are frequently used and
known to give the best results in recovering harmonic
content of the gapped time series (Carbonell et al.
1992).0ne of them is Lomb-Scargle modified peri-
odogram (Scargle 1982, Horne and Baliunas 1986),
the tool of power spectrum analysis. It has been
widely used in analysis of various solar activity in-
dices (for example Ozguc et al. 2002). The other is
the CLEAN algorithm (Roberts 1987) which proved
to be very good at revealing real frequencies in a
messy spectrum of synthetic data with or without
noise (Roberts 1987, Baisch et al. 1999), or applied
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on real data (Carbonell et al. 1992., Crane 2001).
To check if found periodic signals are really present
in observations, we applied these methods on both
synthesized (artificial) and real data and compared
the results.

2. TIME SAMPLING OF THE Mn DATA

Observations of the Mn I 539.4 nm solar spec-
tral line in the full disk irradiance spectrum are per-
formed in period 1979-1992 at Kitt Peak Observatory
with the the double-pass spectrometer (13.5 m focal
length) at the MacMath Telescope. Due to specific
illumination of the spectrograph, the resolving power
is reduced to about 60,000 (Livingston et al. 1997).
The scintillation noise is the dominant random error
that provides a signal to noise ratio of about 1000
(Livingston 1992). The equivalent width and central
depth of the spectral line are determined (Livingston
1997). Data sets of these parameters (hereafter Mn
data) cover period of 4993 days, with frequency of a
few days per month. The minimal sampling rate is
1 day, but the evenly sampled series are maximum 4
days long, with gaps between them going from 2 to 81
days. In this way the period of 4993 days is covered
with only 461 observational days. We analyzed how
this data distribution affects the power spectrum us-
ing the sampling function. The sampling function is
defined as a sum of Dirac delta functions with the
same time distribution as in observations (Roberts
1987). If data set consists of N values sampled at
times t,., r=1,N, Fourier transform of sampling func-
tion will be:

N
W _ i —2mivt, 1
() = 5 D, 1)
r=1

This is the spectral window function. Con-
volution of this function with Fourier transform of
real function of time gives the spectrum of observed
time series. How many spurious peaks will arise and
how much smearing will be introduced in power spec-
trum is controlled by window function. In the case
of evenly sampled data window function is propor-
tional to sinc function with main lob determined by
the time interval covered by the data. The width
of the main lob defines the frequency resolution of
spectrum and the existence of sidelobs as a result
has a spectral leakage from one frequency to other in
its vicinity. The absolute value of a spectral window
function of a data set is shown in Fig. la. The data
set is evenly sampled and covers the same time in-
terval of 4993 days as the Mn data. Because of daily
sampling the maximal frequency which can be recov-
ered is 0.5 day~!, one half of sampling rate and the
width of the main lob is 2 x(1/4993). If, for exam-
ple, 10 successive points of every 30 are removed from
evenly sampled data, window function will be as it is
presented on Fig. 1b. In this case, besides the main
peak there are peaks at frequencies 4 k/30 day !
where k is an integer. Intensities of the sidelobs are
modulated by the abs(sinc (27 x 20)) function. This
window function will produce false peaks in power
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spectrum that will be displaced from the real peak
by + k/30 day~!. Further, if we randomly chose
and remove 3000 points from previous data, vari-
ous peaks will appear in window function (Fig. lc).
Their intensities depend on number of data removed.
This will result in very noisy spectrum.
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Fig. 1. Window functions: evenly sampled data
(a), data with 10 of 30 points missing (b), data with
10 of 30 point missing plus around 3000 more ran-
domly chosen (c), Mn observations (d).
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Fig. 1d displays the window function of the
Mn observations. By comparing it with the win-
dow function in Fig. 1lc it can be concluded that
besides randomness in missing data there is at least
monthly period in the Mn data sampling because of
four prominent peaks near the main lob at approxi-
mately 4+ 1/30 and + 2/30 day—!. The presence of
some less intensive peaks in their vicinity suggests
that there are more periodicities in observational
time sampling. These peaks will produce satellite
peaks in spectrum and number of little peaks will
generate very noisy spectrum with intensive spectral
leakage.

3. TEST OF SPECTRAL ANALYSIS
TECHNIQUES

In order to test if recovered periods in the Mn
data spectrum are real or not, synthetic data are gen-
erated with periods and amplitudes similar to ones
find in equivalent width of the Mn I 539.4 nm spec-
tral line (MNW data):

3
y(t) = Ao+ Y _ Aicos (2 (t — () vi), Ao = T9. (2)

i=1

Chosen frequencies are 0.00025, 0.00115 and
0.03666 day-1 with amplitudes 0.4, 0.086 and 0.048
respectively. All cosinusoids are shifted so that syn-
thetic data look like data set of equivalent widths
of the Mn 539.4 nm spectral line. The <t> is the
mean sample time, calculated as an average of sam-
ple times. We will call this data set Synth data.
Synth data are computed only for days covered by
the Mn data. Thus, the window function is the same
as for real data and its influence on known periods
can be analyzed. It was especially interesting to see
if periodicity due to the rotation of the Sun can be
identified. As an illustration what classical methods
would recover from Mn data we linearly interpolated
Synth data. In that way evenly sampled data are
produced with sampling interval of 5 days. To obtain
power spectrum, Maximal entropy method (MEM) is
used on interpolated synthetic data. Result is shown
in Fig. 2a. Largest peak is shifted from 0.00025
day~! to 0.000279 day~!. Period at 0.00115 day !
is in its place but there are no peaks in vicinity of
frequency of the third signal. Instead, a small one is
at 0.0038 day~!.

Results of Lomb-Scargle modified peri-
odogram (Scargle 1982, Horne and Baliunas 1986,
Press et al. 1992) are presented in Fig. 2b. This
method is a generalization of the Discrete Fourier
transform that can be applied on unevenly sampled
data. For time series z; = z(t;),¢ = 1..N the nor-
malized periodogram at the angular frequency w is
calculated:
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Fig. 2. Spectral analysis of synthetic data set with-
out the noise: linear interpolation plus MEM (a),
Lomb-Scargle periodogram (b), CLEAN method after
50 (c¢) and after 2000 iterations (d).
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N

1 i=1

(z; — T) cosw (t; — 7)} 2 [

(x; — Z)sinw (t; — 1)

4+ =L . (3)

N
> cos?w (t; —7)
i=1

where T and o are mean and variance of the data,
respectively, and 7 is defined as:

N
> sin 2wt;

tan (2wr) = ——. (4)
> cos 2wt;
i=1

Calculation of the periodogram is performed
for frequencies wy, = 27k/T,k = 1..N where T is
the total time interval covered by the data. Any
oversampling would add no information but would
only act as interpolation and smooth the spectrum
(Scargle 1982). That is why normalized periodogram
will be equal to NA?/40% where A is amplitude of
signal. In the case of evenly sampled data, modi-
fied periodogram is reduced to classical one (Scargle
1982). Modification of the periodogram is performed
in such a way that the statistical distribution of pe-
riodogram is preserved in the case where data are
unevenly sampled. This means that if there is no pe-
riodic signal but only a Gaussian noise, distribution
of peaks with heights for one frequency will be expo-
nential. Level of significance for whole spectrum, i.e.
the probability that highest peak in a periodogram
sampled at M independent frequencies is of height z
or higher is given by false alarm probability:

(5)

In a case of evenly sampled data, the number
of independent frequencies is given by the formula
of Horne and Baliunas (1986). When data are un-
evenly sampled, this number is reduced and hence
false alarm probability is smaller. In order to esti-
mate number of independent frequencies for Mn data
set, simple Monte Carlo simulation is done: 1000
data sets of pure Gaussian noise are generated, the
largest value in periodogram is identified for every
data set and distribution of largest peaks with height
and, hence, cumulative function is determined. The
same statistics can be obtained by another method
proposed by Delache et al. (1985). Instead of gen-
erating noise, the same can be done by randomiz-
ing the real data 1000 times. In this way periodic
changes are destroyed and the noise is preserved. If
data are enough shuffled, both method would give
the same result, as it is so in our case. The result-
ing cumulative functions are fitted with Eq. 5 and
approximate value of 475 is obtained as the number
of independent frequencies. Level of significance of
99% is about 10.8, which means that there is the
probability of 99% that peak higher than 10.8 is in
fact a signal and not a noise. In Fig. 2b there are
two peaks above the level of significance which match
the first two simulated ones. The amplitude of the
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first period is estimated well and amplitude of the

second one is reduced to 13% of its real value. Sev-
eral other peaks can be seen in the vicinity of 0.033

days™!(=1/30). These are artefact due to window
function.

Much better result is obtained using CLEAN
method (Roberts 1987), the one-dimensional version
of cleaning algorithm developed for aperture synthe-
sis in radioastronomy. This method performs iter-
ative subtraction of periodic signals from frequency
domain. Fourier transform of the input data (dirty
spectrum) is, as mentioned, convolution of Fourier
transform of true function and spectral window func-
tion. This means that dirty spectrum of a simple
cosinusoid will be:

D((v)=aW (v—0)+a"W (v+0), (6)

where W is the spectral window function, ¢ (=
w/2m) is the frequency and a is the complex am-
plitude of the periodic signal (* represents complex
conjugation). The first step in CLEAN algorithm is
identification of the highest peak in dirty spectrum
of the observed data. The second step is removing
contribution of signal with this period in form of Eq.
6 from dirty spectrum. The amplitude of the signal
is calculated according to:

D (0) = D* (§) W (20)

‘O =T WP

(7)

In this way the residual spectrum is obtained
and identified period is added to the so called clean
spectrum. This step is repeated on the residual in-
stead of the dirty spectrum until the stopping condi-
tion is reached. Because of an error that can occur
when frequency is determined in the presence of sev-
eral periodic signals, only a fraction g (gain factor)
of this period is removed in one iteration step, so
the error is reduced in proceeding iteration. Value
of 0.1 is chosen for gain factor in this research which
increases the number of necessary iterations. This
means that for gain factor 0.1, ten iterations would
be needed to clean one frequency. If we assume that
every sampled frequency contains one independent
periodicity, then number of iterations needed for ex-
tracting all of them would be (number of sampled
frequencies)/(gain factor). This is however never the
case and the number of iterations should be less than
this. On the other hand, to iterate over this number
is pointless. In this research Baisch’s implementation
(Baisch 1999) is used which predefines the maximum
number of iteration steps as a stopping criteria.

The results of CLEAN method applied to
Synth data after 50 and 2000 iterations are shown
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in Figs. 2c and 2d. These are final spectra ob-
tained by convolution of the clean spectrum with
so called clean beam (the Gaussian fitted to central
peak of spectral window function). The frequency
resolution of the clean spectrum is inversely propor-
tional to the total time interval covered by the data.
The last residual spectrum is added so that noise
level can be preserved. Spectrum is calculated at
frequencies k/(4T'), where T is the total time inter-
val covered by the data and k is integer that takes
values —n.. — 1,0, 1..n. Integer n is determined by
the Nyquist frequency which is inversely proportional
to the minimal separation between observed points.
Thus, for the Mn data, maximum frequency for cal-
culation of the spectral window function is 0.5 day —*,
and for spectrum it is 0.25 day~!. Intervals of fre-
quencies shown in Figs. 2c and 2d are chosen so
that peaks at certain frequencies can be clearly rec-
ognized. It is obvious that an increase in the number
of iterations produces noiseless spectrum with well
reproduced frequencies and amplitudes. Because of
the fact that CLEAN algorithm deals with complex
spectrum, information about the phase of periods
is not lost and it is possible to reconstruct miss-
ing data set by the inverse Fourier transform of the
clean spectrum. If comparison of the reconstructed
and the synthesized data sets is performed, it can be
concluded that difference decreases when the num-
ber of iterations is increased (Fig. 3). It appears,
as Baisch stated (1999), that result is insensitive to
over-iteration, but only for the noiseless data, as it
will be explained in what follows.

0.6 ;

are removed from this noisy data set and then spec-
tral analysis is performed, but only with CLEAN
method. Other methods were not used because re-
sults they produced were not satisfactory even in the
case of noiseless data.
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Fig. 3. Change of standard deviation of the differ-
ence between original synthetic data and data recon-
structed with CLEAN after various number of itera-
tions.

In order to analyze how noise would influence
the result, the Gaussian noise is added to Synth data.
Standard deviation of the noise is 30% of the stan-
dard deviation of Synth data. This percentage is so
chosen that synthesized data approximately mimic
variability of MNW data. It is important to note that
standard deviation of noise is 0.09 which is slightly
more than amplitude of the second and third sig-
nal in Synth data. Days with no Mn observation
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Fig. 4. Spectral analysis of synthetic data set with
noise: CLEAN method after 100 (a) and after 16000
iterations (b).
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structed with CLEAN after various number of itera-
tions.
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Figs. 4a and 4b shown clean spectra after
100 and 16000 iterations. It is evident that noise in
spectrum is reduced with iterations, but is not com-
pletely removed. There are small peaks at frequen-
cies 0.00331 and 0.00746 which could be sidelobs of
the larger component. They disappear if frequency
of the second periodic signal is changed. There are
also peaks of similar heights at higher frequencies
(i.e. smaller periods) which are visible in Fig. 6b.
Most prominent are below periods of 16 days. Am-
plitudes at these high frequencies are increased with
number of iterations. As a consequence the stan-
dard deviation of the difference of Synth and data
recovered from noisy Synth data is increased after
16000 iterations (Fig. 5). In the time domain this
produces increment of sharp spikes with increment of
the number of iteration. Fig. 6a shows how well data
recovered after 16000 iterations follow variability of
noisy Synth data in time domain. We have chosen
this number of iterations as optimal. Harmonics con-
tent is then well reproduced, and noise of recovered
data is minimal. As one can ses in Fig. 6b, recovered
amplitudes of signals are reduced, in the case of the
third one even to 50%, but these peaks are still most
prominent in the spectrum.

4. SPECTRAL ANALYSIS
OF REAL DATA

In Fig. 7 results of CLEAN method applied
to real Mn data are shown. Interval between the pre-
sented frequencies is chosen so that comparison with
previous results is possible. It is evident that spectra
of the real data are more complex because real pro-
cesses cannot be simulated by a perfect sine curve,
as it is done for synthetic data, but by the multiple
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components which will mimic their quasi stationary
and quasi periodic behavior. Figs. 7a-c and 7d-f
show three phases in time analysis for both parame-
ters of MnI 539.4 nm line: equivalent width (MNW)
and central depth (MNC), respectively. In Figs. Ta
and 7d dirty spectra, spectra before any cleaning, are
presented. Figs. 7b and Te show spectra after two
iterations with gain factor 1 and Figs. 7c and 7f after
16000 iterations with gain factor 0.1. Several peaks
in vicinity of 0.033 ~!, similar to ones visible in Fig.
2b are present in dirty spectrum of both time series.
They are consequence of time sampling and, as one
can see in figures below, they are removed after 2
iterations with gain factor 1, along with two peri-
ods at lower frequencies. In spectra obtained after
16000 iteration presence of small peaks, especially
at higher frequencies can be seen. These peaks are
at the same frequencies as in spectrum of noisy syn-
thetic data which we identified as a consequence of
the noise.

Whole frequency interval can be seen in Figs.
8b and 8d for MNW and MNC data, respectively.
Resemblance of Figs. 6a and 6b with Figs. 8a and
8b is now obvious. Multiple peaks are present in
vicinity of period of 27 days in MNW and MNC spec-
tra because of its quasi-periodic nature due to birth,
evolution and death of active regions. In order to
support the statement about the existence of 27-day
period in Mn data more firmly, we split time series
into shorter ones, approximately 500 days long. The
length of shorter time series is chosen so that any in-
fluence of periods at lower frequencies can be avoided
and at the same time the best spectral resolution can
be provided. Linear trends were removed from every
time series and then CLEAN algorithm was used for
spectral analysis. Fig. 9. shows results of this pro-
cedure. Different line styles correspond to different
time intervals which are listed chronologically. Only
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last two intervals overlap so that whole time range
of the Mn observations can be covered. As one can
see in these figures, spectra for three (1. 1979 - 5.
1980, 12. 1988 - 4. 1990 and 5. 1990 - 9. 1991) of
ten time intervals indicate the presence of 27-day pe-
riodic change. These intervals approximately match
the maximum activity periods of solar cycles 21 and
22. It is possible that some modification of periods
around 27 days due to time sampling exists but there
is no doubt about the existence of that period.

On the other hand, existence of periods
smaller than 20 days is not certain especially when
accumulation of noise in case of synthetic data is
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taken in account. The same can be stated for pe-
riods around 170 and 350 days which could be just
sidelobs of more prominent one at around 870 days.
This period can be identified as quasi-biannual os-
cillation (QBO) and as such is recognized in various
solar indices as in the geophysical data (for exam-
ple Djurovic and Paquet 1993). The highest peak
is period already identified in Mn data due to 11 yr
solar activity cycle. Extraction of other potentially
real periods must be the subject of a more detailed
research. Comparison of recontracted and observed
data for both parameters is presented in Figs. 8a
and 8c.
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5. CONCLUSION

Spectral analysis of highly unevenly sampled
observations of the Mn 539.4 nm spectral line pa-
rameters is performed in this study. In view of the
irregular time sampling of these data, the classical
methods for spectral analysis cannot be used. For
this reason, the two most frequently used methods
for spectral analysis of unevenly sampled data are
chosen: the Lomb-Scargle normalized periodogram
and the CLEAN method. In order to test the ability
of these methods to yield good results two data sets
are synthesized as a sum of tree cosine curves with
periods and amplitudes similar to the ones found in
Mn data. Noise is added to one of them and then
data are removed from both data sets, so that the
time sampling and, hence, spectral window function
are the same as in the case of the Mn observations.
Better results are obtained with CLEAN method,
which is used to generate the spectrum of Mn data.
Reconstruction of missing data is performed in this
way and more detailed analysis of spectra becomes
possible with classical methods for spectral analysis
as for example the wavelet transform.

Finally, the conclusion is that in Kitt Peak
data for Mnl 539.4 nm we have clearly isolated 11-
year, QBO and rotational period in periods of max-
imal solar activity. Such result is expected because
it is shown that parameters of this line are corre-
lated with both Call index (Livingston and Wallace,
1987) and MgII index of solar activity (Danilovic et
al, in preparation). On the other hand, the question
how solar activity reflects on the profile of the Mn I
539.4 nm line still remains, is the recovered change
the direct image of solar activity or just mimics the
change in the core of the MglI k line due to optical
pumping, as it is proposed by Doyle et al (2001).
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Tlomamu o €KBWUBAJIEHTHOj IMUPUHU U IEH-
TPaJIHOj MyOUHU CIEKTPAJIHE JIMHUje HEYyTPAITHOT
MaHrana Ha 539.4 HM, ToCMATpaHE Yy TEPUOLY
om 1979 mo 1992 ma omncepBaropuju Rur Ilux,
aHAJM3UpAHU Cy Yy TOTPa3W 3a MIEePUOTAYHUM
mpoMeHaMma. 3000 UMILEHUIE Aa Cy MTOCMATPAHA
HEEKBUANCTATHO Y30PKOBaHAa, OMIIO je moTpebHO
U3BPIMTU TECT Ma Ou ce yTBPAWJIO Oa Ju Tie-
pHOIVYHe IPOMEHE 3aHlCTa IIOCTOje y IOIaIuMa
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unu He. JIBe paszauuuTe MeTOnEe Cy HpPUMEH.€HEe
Ha CUHTETU30BAHE TMOAATKE KOjU Cy Y30PKOBAHU
Ha WUCTW HAUYWH Kao U mocMmarpama. llopebeme
pe3yaraTa mOOMjeHNX HA OCHOBY CUHTETU30BAHUX
¥ Ha OCHOBY peaJHUX I[OoJaTaka IOKa3yje Haj-
Mame TPU MEePUOIUYHE MPOMEHE OBUX IIapaM-
erapa: ll-rogummy, KBa3W-IOBOTOIUIILY U 27-
IOHEBHY IPOMEHY.



